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ABSTRACT

In distributed agent architecture, tasks are perol on multiple computers which are sometimes spezsoss
different locations. While it is important to cattesecurity critical sensory information from thgeat society, it is
equally important to analyze and report such sgcasients in a precise and useful manner. Datangitéchniques
are found to be very efficient in the generatios@durity event profiles. This paper describesimementation of
such a security alert mining tool which generatesiles of security events collected from a largera society. In
particular, our previous work addressed the dewvetsy of a security console to collect and displayt anessage
(IDMEF) from a Cougaar (agent) society. These ngessare then logged in an XML database for furtfiline
analysis. In our current work, stream mining algoris are applied for sequencing and generatingudrety
occurring episodes, and then finding associatidesramong frequent candidate episodes. This alerrncould
profile most prevalent patterns as indicationg@fjfient attacks in a large agent society.

Keywords: Agent Society, frequent episodes, alert profiliegent mining, IDMEF, security console, xml featur
extraction.

1. INTRODUCTION

In a large agent society, several intentional anohtentional activities can produce security alertdntrusion

detection alerts. Agent societies are large systéormed by different types of elements such as pcoens,

software elements, and communications elementeselklements can produce a large number of sealaitys

concerning malicious activity in the agent sociefjhe analysis of the alerts coming from an ageuwtesy is a

difficult task, due to aspects such as the diffetgpes of alerts, different sources of the aladifferent targets, and
possibly redundant alerts — one intrusion detedclert can be detected by a different security agen

A security event in an agent society is originatden a security agent detects the problem. Theisgsensors are
deployed all around the agent society and are gargfd to look for a particular security issue [6].1 Agent

societies are tolerant to security attacks, sonth&n processes can continue working; as a reseltuger can not
realize that a problem is there. A security agemt report messages that belong to its field abmacso these
elements have a partial point of view about the mlete security scenario. Some times one secuatynain the

society can produce numerous alerts. So for exampbort scan activity can produce security messagehe

computer under analysis as well as in the routar ahnalyses the traffic in the segment of the netwédhere the
agent society is running.

The process of security alerts in an agent so@edydifficult issue due to the following reasons:

» Different security issues can go on at the same iimthe agent society. So for example, malicious
activities can be performed by compromised agesdsgerous network activities can be performed by
attackers; the users in the agent society cam texploit vulnerability flows in the infrastructuesd so on.

» In some agent security scenarios, the securitysaben occur in a short period of time. As foundhe
DARPA Intrusion Data Set [7], several thousandseaiurity alerts can appear in just one second.

» The performance of the available tools used togsethese security alerts is not always the Hest.for
example, if processing a simple security alert sakdew milliseconds, the processing of thousaralerts
that arrive in a short period of time can takeralperiod of time.
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As reported in [4,14] alarm correlation systems tax@s performing operations such as (i) removitegras that
contain redundant information, (ii) removing alettigt contain low priority alarms in scenarios whaterts with
high priority are present and finally (iii) substing a set of alarms by some new information. @hjective of such
correlation system is to filter out as much infotiora as possible as well to show the agent so@esrator the
useful information in a friendly manner. This finaformation must point out the possible causeshefsecurity
threats going on, along with some useful recommnigomas well.

We implemented the frequent episodes and assatiatie@ mining algorithms for building alert profilevhich
provided an overall picture of attack and anomalitgzns in a Cougaar Society. This implementatigppserts
querying the Security Agents, retrieving and acdatmg results in XML format, filtering any duplites and
visualizing them in a user friendly manner. Ourldgoahis work is to ultimately help the securityrainistrator with
a friendly tool that will aid in providing a gooa@ proper recommendation for taking appropriateisgcactions.

In the following sections we highlight the tooldilities and API for achieving our goal. Then wesdgbe in detail
the design of the mining algorithm involved in tisrk. Section 2 talks about the Cougaar Securigemt
Architecture that was used for this implementati@ection 3 gives an overview of the Security Camsol
Administrative tool [8] and the allied utilitiese&tion 4 deals with data mining functionality aethted algorithms.
In Section 5, we provide the experiment resultdwitis mining and correlation process over the sicalerts
generated within the Cougaar Society. Finally wespnt the conclusions of our work.

2. COUGAAR — OVERVIEW

In very recent times, there have been tremendoeaktirroughs in the large Agent-based society agtfbics
[1,6,12,21]. These scalable applications are ussatneously for planning domains for large scale sieci
capabilities including defense areas. One of tlaggdications is Cougaar™ [6] which, apart from lgeinlogistic
based Agent system, adheres to secure perform#agengent. In such huge vulnerable domains, matentional
or unintentional activities occur that are detedigdhe security sensors generating a large nuoiaerts. Attacks
and anomalies can also occur and be exhibited itipteuplaces across the society. The system ieerp to
perform well in highly chaotic environment. The adistrator monitoring such large system must enguoper
steps for achieving survivability.

The Cougaar™ software was initially developed und&RPA (Defense Advanced Research Projects Agency)
sponsorship under the Advanced Logistics PrograbiPjAand is now available as open source. Cougaatdallent
software built on component-based, distributed tgerhitecture that is survivable and equipped &itrautomated
logistics system. Cougaar societies (Figure 1)rade of Nodes (Java™ Virtual Machines), which donfgents,
which in turn contain components.

Cougaar is a hierarchical architecture where thallsst functional components are implemented agjimdu
However, plugins are attached to an agent and d&uaf agents form a Cougaar Node (as shown imefigi

A CougaarAgent is an autonomous software entity that has beemdiedaviors to model a particular organization,
business process or algorithm. The agent architecitbased on the human cognitive model of plannithe agents
can communicate with one another through a builasiynchronous message-passing protocol. Cougaatsage
cooperate with one another to solve a particulablpm, storing the shared solution in a distributeshion across
the agents. Cougaar agents are composed of rdlatetional modules, which are expected to dynartyicahd
continuously rework the solution as the problemapaaters, constraints, or execution environment giaAll
Agents in a given society run the same Cougaar switevare baseline, written in Java, though difierkgents can
contain additional “jars” to give them particulaeHaviors, model particular entities, or embody ipalar
capabilities. A Cougaa€Community is a notional concept, referring to a group of Algewith some common
functional purpose or organizational commonalitiiu3 a Cougaar society can be made of one or mgiealo
communities, with some agents associated with rti@nre one community and other Agents not associatiédany
community. Agents are the prime components of theg@ar architecture. Agent mobility support in Caamgis the
infrastructure mechanism to dynamically transferagent from one node to another node, possibly ddferent
machine. An agent consists of two major componemtdistributed blackboard (called Plan) and PlugEach
blackboard contains elements such as tasks, aasetsplan elements. Plugins are self-contained softw
components (compute engines) that can be loadedndgally into agents. Plugins interact with the rdge
infrastructure according to a set of rules and guiés (as binders), and provide unique capalsliied behavior to
complete given tasks. Pluglns bring functionaldyttie agent, while the society of agents (Nodesyiges structure
and an order of operations.
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Figure 1 Cougaar™ Society Model Figure 2. The Mwiig and Response Security Manager

setup in the Cougaar Society

Cougaar supports a Web-based Serviet interfaceatsul presents configuration options such as sabtpan
alternate HTTP port, enabling HTTPS, and enablif@ntauthentication. The communication among thends is
encrypted, making it secure.

2.1 Cougaar Monitoring and Response (M&R) Service
The Cougaar Agent framework is designed to repebwa sorts of attacks by avoiding exposure of camigations
as much as possible and maintaining informatioegirity.

The Cougaar security reporting and analysis meshan$ done through Security M&R (Monitoring Respens
managers [6,15], which are responsible for progdime management of the entire society’s secuFigufe 2).
These interact with other M&R manager agents toitaprior attacks and report the potential attaakshe SC
(Security Console) via the Console Manager. Theraution among managers is done in a hierarchasdidn
which supports message aggregation. M&R manageradit level are responsible for their respectivaalos for
detecting potential attacks and aggregating therteg events (generated by the registered senadesr them) as
IDMEF Security objects [13] whenever they detetacks, causing them to change their defense posture

The Security Manager is equipped with the followapgcialized Plugins to perform specific operations

* Sensors Sensors generate security-related events. Foanicss, a sensor might detect login failures,
message failures, or other policy violations. Wlaesensor is initialized, it registers itself wits M&R
manager.

* Analyzer: These are components, mainly plugins that sulesdabsecurity events coming from other
components such as sensors or other analyzerse Tredyzers report to the blackboard alerts that
exceeded a threshold level of threat.

e Servlet The IDMEF Security objects are sent to the Seg@bnsole Manager by this plugin through the
HTTP connection.

* COA: Consults the rules list to determine the bestsmof action for a given attack.

» Responder: Perform the actions determined by the COA. Théomstinclude sending an alarm to the
security console, updating the security policy, ehdnging the defense posture and operating mode.

» Filters: Each Filter monitors specific events.

Console manager are agents administrated by theityeadministrator of the Cougaar community. Thagents
gather information and send it to the user. Tha da¢ security events generated by the sensorraiyzar. The
Console manager can send queries that searchefafisgvents as well.



3. SECURITY CONSOLE

The Security console (SC) [8] is an administratb@ that assists the user in looking for suspisieuents and alerts
collected while monitoring the activities of theda multi-agent system. SC is composed of the &gatonsole
client and the security console manager. Typioatycan have one security console manager per seeulave.
There can be any number of SC clients. Figure S/steosimple society having four Nodes, one SC thed four-
console managers each in a different enclave. Buairlly Console Manager (CM1, CM2, CM3, and CM4) is
responsible for receiving and executing commandsi fthe SC. The SC manager supports typical quepyests
and commands from the SC client for collecting #mealert messages. The SC manager also sendgsb#s of
these queries and commands to the SC client. 3&€relients can connect to the SC manager and $@ctlient

is identified by the user id. The SC manager graliphe queries by user id.
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Figure 4. Console Manager Plugin Architecture.

The Monitoring and Response (M&R) Agents and Séegukgents (SAL1-1, SA1-2, SA2-1, SA2-2, SA4-1, SA3-1
SA3-2) are registered with specific Security mamsga each security community. These M&R sensopnte
events and alerts represented as IDMEF objecthdoSecurity Manager (SM1, SM2, SM3, SM4) within the
designated Node. A servlet (Mitps protocol) mechanism is utilized to communicate vifte Security Managers,
M&R (monitoring and response) residing in the Cargaociety. The activities of the agent environmarg
monitored through general and specific querieslirgpbhnd keep-alive mechanisms are used to geansient and
Persistent query results. The Cougaar aggregation schemevavied in consolidating the query results. The
summarized results are received in IDMi&#h the information like creation time, analyzéype of messages
(heartbeat or alert), etc. These message elemeatsrie candidates for correlation mining. The gsecan be on
demand where the user receives security alertswhgn desired. But there is another class of aleBscurity
Alertsthat are sent directly by the sensors (withoutarery), as and when they are generated in thetgoci

3.1 Security Console (SC) Manager

As shown in Figure 4, the Console Manager commtescaith the SC Client on one side and Securityager(s)

M&R on the other. Th&C Manager has three java-based plugins along with the S@raldayer that abstracts the

details of the communication protocaol.

* Query Results Plugin: Sends the results of queries (Query Results Usguiry Results UserB, so on) in the
Manager whenever available. The queries are grobpetle user-id. The results of the queries aré teethe
appropriate user. When an SC Client reconneats aftrash, this plugin sends the results of trezigsi at all
the levels below the root level.

*  Query Results(User A, User B, User CQuery results for User Queries are grouped urdebserld (Unique
Identification for the SC user, authenticated by ffociety). These are aggregated results presdMEF
objects that the M&R sensor publishes in responsew urgent alerts in the M&R society.

* Query Manager Plugin Receives and processes commands sent from tldie3€through the channel layer
and is responsible for publishing relays for newrigs/expansions.



The queries are hierarchical, that is, there i@ guery and then there are expansions and exjpansif
expansions and so on. The commands are java obgeeived originally in xml, which are convertedjava
objects.

» Servlet Plugin: Accepts connections from new security consolentdi@nd sends/receives information to/from
connected SC clients. The information sent/receiigedlone through the SC channel layer object in the
blackboard. The servlet implements a keep-alivehagism to simulate a push operation. This is usefithe
SC manager has to send the results when available.

e SC Channel Layer All the information (commands and results) istdexaeived through this blackboard object.
It is used to abstract the details of the commuitiogrotocol.

e Security Manager. This Agent is responsible for managing all M&Rmquonents that are part of its security
community. The two major capabilities of the manage :

0 Maintains a distributed dictionary of sensor cafigds. The M&R manager collects registration
information from sensors in its security communikis includes the list of sensors and the typeveits
they can generate. For instance, a sensor mighdrgien IDMEF events to detect login failures for a
particular sub-network. The M&R manager builds eidhary of capabilities, aggregates the informatio
and sends it to its superior. When the managerssiredcapabilities of a security community to iipevior,
it does not provide all the details of the dictigndnstead, it builds an aggregated view of theatslities.

o Respond to requests by components that wish to gesurity-related events. These components include
Console Manager, M&R filters, or those whose jotpisorrelate events.

The SC Client uses the HTTP protocol to communicate with theM&IR manager via a servlet to send queries (and

commands) and receive query results. It perfordmwvalevel communication with the M&R Manager by derg

guery sentences and receiving IDMEF objects in Xtimat. It also converts XML IDMEF objects to JARMEF
objects. The SC Client provides a GUI componernt @alaws editing, storing, retrieving queries, azahg results
and recommending association rules. A central rEpgs an XML database is embedded to store IDMBWALX
messages.

While the SC displays the results, it also archibesn for further analysis. The next important taskltering and
fitting to format those events which are highlyated and demonstrate some attack/anomaly patterns.

3.2 Security Events as IDMEF Messages

The IDMEF (Intrusion Detection Message Exchangerfaby data model [13] is an object-oriented repriegiEm of
the alert data sent to intrusion detection manabgrmtrusion detection analyzers. IDMEF providestandard
representation of this information that the intoasidetection analyzer reports. This model helpsresibility via
aggregation and sub-classing while keeping theistemey of the model. This model currently defibes classes
of objects:alert andheartbeat messages, which extend from a top-level IDMEF_lMdgs<lass.

The Security Agents in the Cougaar Agent framewasks the Intrusion Detection Message Exchange FEorma
(IDMEF) as the data formats for communicating vitie Security M&R (Monitoring and Response) managenss
helps sharing information of interest between isibn detection and response systems, and the maeagsystems
(like SC), which constantly interact with each othAs defined in [13], two classes of IDMEF messagee
implemented in a Cougaar agent society: HeartlsaisAlerts.

=AML WEER-RESUL TS apalzer="Secumhaigent-3-1%
GFRery="SCIA 1053253716326 date="2004L 12217 howr="23" bpe="TMnR"=

L‘<IDMEF—Messege wersion="1 0" ]

= bt e nit="Sec bl gept3 A1 15325640048 1= ]

=Cregte Flme 2004121 FF23:23:40Z =/ Create Tlme= ]
=DetectTime 2004 32-17T25:25:402 </DetectTime= ]
=AdditionaiData hpe="sm™=_ .. .. ... =fAddidonaiData= ]

Figure 5 Heartbeat Message

A Heartbeat message reports that the elements whidd up the network are alive. These messagasbea
scheduled, so for example, an analyzer (or otremeht in the agent society) running in the socieiyst send a
heartbeat message each certain time. A typicaitilition of a heartbeat message coming from a Gouagent
society is shown in figure 5.



The analyzer results tag shows information abaeitialyzer that produces the messages in theysdtietquery id
that matches this heartbeat message, the datecandththe heartbeat message and finally the ty@mbeot message
MnR — Heartbeat message. The alert ID tag showesniretion about the heartbeat ID — each heartbessage has
a unique ID. The creation and detection time tamyvshthe time that the alert was created and deteespectively.
The additional data tag gives more information alboe heartbeat message.

The second type of message is an alert messagese Tiessages are produced by the analyzers igghesociety
anytime an analyzer detects a malicious activitytypical alert message can be seen in Figure é.afalyzer result
tag, alert ID tag, creation tag, detection tag, additional data tag have information as describpetieartbeat
messages. The following are other tags in the alessage.

« The analyzer tag has information about the analizar detected the message. This tag includesmafion
such as the analyzer's name, IP address, and pro&kss the source of the attacks identified by dhalyzer.
This tag includes other tags with information akitngt node where the attacker process is runniegjsbr who
is running this process, and information aboutptueess itself.

» The source tag shows information about the soufrtieecattacks identified by the analyzer. This irdudes
other tags with information about the node wheeedtiacker process is running, the user who isimgnthis
process, and information about the process itself.

» The target shows information about the target efattack identified by the analyzer. This tagudels other
tags with information about the nodes under attaskrs running in this node, and finally informatabout the
process itself.

» The classification tag shows information about tyye of alerts that the analyzer has identified el URL
where the society administrator can check for mui@mation about the alert.

* The assessment tag shows information about thé afshe previous evaluation done by the analyaesrder
to estimate the status of the attack. The im@arshows information about the completion and sgvef the
attack. The action tag describes the actionsestdoy the analyzer in order to address the alettfiaally the
confidence tag shows the trustworthiness of théyaeain the alert’s evaluation.

12-17" hour="23" type="Sensor">

-[<A|ert ident="SecurityAgent-3-1/1103325640041"> ]

_[<CreateTime 2004-12-17T23:23:40Z </CreateTime>

(<ANALYZER-RESULTS analyzer = "SecurityAgent-3-1" query="SCM1/1103323716326" date = "2004- ]

-[<DetectTime 2004-12-17T23:23:40Z</DetectTime>

(<Analyzer analyzerid= "SecurityAgent-3-1/TestSensor" class="Security Analyzer" manufacturer= “U
= Memphis" model="Cougaar" ostype="Linux" osversion="2.6.7-1-386" >
L <Node category="unknown" ident="0"> </Node> <Process ident="0">......... </Process> </Analyzer>

<Node category="dns" ident="id26"> viiriennen.. </Node>

™ <User category="application" ident="Test_Ident1"> ... </User>
<Process ident="Test_ldentProcess1"> ...... </Process>

\</Source>

(<Source ident="SecurityAgent-3-1/1103325640038" spoofed="yes"> }
~N

(<Target decoy="yes" ident="SecurityAgent-3-1/1103325640039">
<Node category="dns" ident="id5"> ... </Node>

= <User category="application" ident="Test_Ident2"> .... </User>
<Process ident="Test_ldentProcess"> ... </Process>

\</Target>

j\

</name><url> http://www.cougaar.org </url> </Classification>

_[<Classification origin="vendor-specific"> <name> security.monitoring. SECURITY_EXCEPTION

J

<Assessment> <Impact completion="SUCCEEDED" severity="HIGH" type="ADMIN">Testing</I mpact>\
<Action category="NOTIFICATION_SENT">Testing</Action> <Confidence rating="NUMERIC"/>
</Assessment>

_[<AdditionaIData type="xml"> ................. </AdditionalData> ]

Figure 6 Alert Message



4. MINING SECURITY EVENTS

We have developed a set of data mining algoritimrder to filter out, select and construct assmriaules from
security alerts coming from a Cougaar society. Tdwe data is preprocessed and summarized into aodrds
which contain features as described in section ®&ta mining algorithms [18] are applied to thes# records to
compute frequent patterns which describe the @irosl between this record data set.

An alarm correlation system is based in a groupalefts within a short period of time (time windowhd
interpreting them as a group. The input of theetation system are the alerts coming from the tigediety in a
ordered sequence {A), (A, t,), ..of alert occurrences, wherg Pepresents the security event arriving at the tjme

In this paper the goal of the alert correlationteysis to discover rules in the form “if a certa@ecurity event
happens within a short period of time of a giveutj then other certain security alarms can alsoowithin the
time window”. These “security rules” are interesgtifor the following reasons:

» The rules are very easy to understand. A ruléénform “If an attacker attacks the process X i tttrachine
XX and the aggressor also attack the process Meimachine YY”, is easy to read.

» The rules can be classified using some grade qtifnecy in the period of time — window size. Thlkes with
higher frequency are more interesting than thodk leiver frequency. So frequency can be used likée.
The security alerts with low frequency are filtead.

* The rules can build up a “security scenario” alihetsecurity alerts happening in the agent society.

4.1 lllustration of Finding Episodes

Consider a window at a given starting position vathiven width and a multi set of the alerts typdsch happen

within the window [18]. Denote by r the set of alindows of the given width and denote by R thedadlerts

types. The problem is to discover the collectf¢n min_fr) of frequent sets in r with respect e frequency
threshold min_fr. In this way we discover all tents that occur in all the windows with a prdpalf at least

“min_fr". Figure 7 shows the patterns which caewdrequently. The alert type E is followed by #iert type F in

(a). In (b) we can say that A and B also occuetiogr but there is not restriction in the ordethef events, that is,
the events A and B can occur in any order.

In (c) if A and B occur then C will occur with sonpeobability. These frequent occurrences are dabiatterns.
These patterns can be drawn as acyclic graphs.ordered episode such as in (a) is called a sepiabde; an
unordered episode such as in (b) is called pargtisbde. The episode in (c) is a composite epjsooh-serial non-
parallel. Once those episodes are known, theyearsed to obtain rules. If we know that episode&urs in 70%
of the windows and episode F occurs in the 50%0éé¢ windows where E occurs (Serial Episodes), Wegan
estimate that after seeing a window with E, thera chance of about 71% that F follows in the saimdow.

(a) (1l (c

Figure 7 Episodes (a) Serial episodes (b) Pastlislodes (c) Composite episodes

Overall, the complete problem that we are consigeis the following. Given an agent society rumgnitundreds of
security analyzers, mine all the security alertsiog from the society using frequency episode ngniising as
input parameters a window width and a minimum feggny threshold.

Given an alert message (IDEMF message) as desdnljéd], we have to define first what the events. aFor the
objectives of this study we had defined an evenara®bject with the following attributes: IP ditea of the

attacker, IP direction of the target, and finallgssification of the attack. Alert messages coniiog the agent
society have a large number of attributes; diffetgpes of association rules can be formed. Oea id to consider
association rules in the form: “Once the attackewKh IP, IP, has attacked the agent identified by the IP addres
IP,; there is a probability of about 50% that theckita Y, with IP address il attack the agent with IP address,
IP,". Also the classification of the attack over #mgent with target IP address will be shown in the.r



4.2 Alert Miner

Figure 8 shows a diagram block of each componeithabuilds up the mining component in the SC. Asntioned
above, two types of security messages are comiong the agent society: heartbeats and alerts. Wénterested
mainly in mining alert messages so heartbeat messai@ not considered for mining purposes. Thepoaents
that build up the architecture are:

Agent society The sensor running in the Cougaar society pralsseurity messages once the SC sends
gueries to the Security Manager SM. The SM gath#mmation from other SMs and agents running ia th
cougar society.

Query Manager. The Query Manager is an SC component which clnttee communication between the
Cougaar society and the SC. This component séredsammand from the SC to the society and receéhes
messages coming from the Cougaar society. Incpédati this component receives all the IDMEF cormirogn
the society.

Data Base APl We have developed an API that runs over the eBBtAPI in order to provide specific
functionalities required by the SC. This API ispessible for storing the IDMEF messages coming ftbhm
Query Manager component in the eXist DB and redogehe IDMEF messages from the eXist DB in order t
run the frequent mining algorithm.

eXist XML DB: The security alerts coming from the society areestdn the eXist DB in collections[10]. The
DB has a root collection (called db). Each sdgunnessage is stored in a collection called
/db/date/Hour/QuerylD/AnalizelD/message.xml. Whetate represents the creation time of the security
message in the society, the hour of creation oféuairity message in the society, Query ID reptegbe query

ID of the query that was sent from the SC in otdeetrieve the message, and finally the analyRerepresents
the name of the analyzer that sent the securitysages XPATH [22] is used in order to query allsthi
information from the security message. So the gaerstore thousands of security messages conunytfre
agent society in the eXist DB. Each security mesdaglds up an event; the events are used to fincgerial

and parallel episodes.

Data Base Management Component Once the security messages are stored in th&t &8, the user can
proceed to select the message logically groupeatdier to perform statistical and mining analysiswell. This
task is developed by the Data base management c@mpoand XQuery [5,9] is used in order to perform
different queries over the eXist DB.

Graphical User Interface
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Figure 8 Data Mining Component and Data Flow

e Statistical component: This component provides a visualization tool buifdby using JFreeChart Library
[16] over the security messages selected by theingbe last step. The following are the chaegistics
provided by the SC:



Didtribution of security message in time (In Hours and Seconds): This graph shows how duargy
messages are distributed over the time. Time ishthizontal axis and in the vertical axis the numbie
messages is depicted.

Analyzer activity in time (In Hours and Seconds): This graph shows the nurobsecurity messages
coming from each analyzer as well as the distriougf the messages in time.

Source activity in time (In Hours and Seconds): This graph shows the nuwbmessages coming from a
particular IP attacker as well as the distributibthe messages in time.

Target activity in time (In Hours and Seconds): This graph shows the nuwbeessages that arrive to
each IP target-victim and the distribution of thessages in time as well.

Data Mining Algorithm:  This component allows to the user to execute thquient episode mining
algorithm. Once the society administrator selectet of messages, this module sends an XQueheto t
Exist DB by using the Data Base API which gathdrshe IDMEF messages which match the XQuery.
The results are ordered in a time sequence of €veBach event is composed of the IP address of the
attacker, IP address of the target and classificaif the alert. These are time ordered sequeheeents

in the input for the parallel and serial episodaing algorithms. The parameter required in ordentecute

the mining algorithms are the following:

Window Size — The values here must be Numeric (>0). It reprissthe size of the sliding window in
seconds. Typically this parameter can be betweandl60 seconds. It depends heavily on the amdunt o
message coming from the agent socidfpr example if the messages coming from the soeistyabout
some hundred per seconds then 60 seconds in this\gger is probably fine. If the messages comiomf

the society are even higher, then 5 seconds is fine

Event Support (%) — The values here must be numeric. It represbetsntnimum threshold for an event in
order to be considered frequent in the mining dlgor. As the values are to be specified as a ptagen
Episode Length — The maximum length of Episodes desired is sgtiliiere as a positive integer number.
Mining Type — The type of mining desired could be eitbanial or paralldl.

Minimum Confidence — The values must be Numeric (>0). It represemésrhinimum confidence in the
Rules generated and provides the basis of seleftctionamong the rules generated.

Mining Component — Association Rules: Once the frequent episodes and their support averknthis
component generates episode rules. These can beatgghfrom frequent episodes in the same way that
association rules are generated from frequent[2etkl, 18]. Formerly, the frequent episode miniras
been executed; the next step is to get the asgociales coming from the frequent episodes. $and
parallel episodes with length greater than or etoialvo are used in order to build up associatides
which are classified according to two rules: Suppod confidence. A typical rule is shown in Table

Table | Security Rules Table Il Statistical Results

Antecedent

Conseguent

Distribution of Security

Alerts in Time (a)

Distribution  of
Alerts by Target (b)

Security

AN

192.10.10.1

192.10.10.1

Time

Alerts

Target |IP

Messages

TN

131.84.10.2

141.84.10.1

2000-07-03T09:51

54

131.84.1.31

17150

Cs

Security Exception

Security Exception

2000-07-03T09:52

4

202.77.162.213

74

SY)

50

2000-07-03T10:08

13

172.16.115.20

43

CO

75

2000-07-03T10:09

2

172.16.112.10

27

AN: Attacker Node TN: Target Node CS: Classificati®:

Support CO: Confidence

2000-07-03T10:12

9

172.16.112.50

25

2000-07-03T10:13

13

255.255.255.255

6

2000-07-03T10:14

2

172.16.112.105

2000-07-03T10:15

11

172.16.113.148

2000-07-03T10:16

4

172.16.112.100

2000-07-03T10:17

4

172.16.112.194

2000-07-03T10:33

25

172.16.115.87

2000-07-03T10:34

32

172.16.113.105

2000-07-03T10:35

2

172.16.113.50

2000-07-03T10:50

38

172.16.112.20

2000-07-03T11:27

17154

172.16.113.164

NI AN E R

Other IP

[N
w

Total —

17368

17368




5. EXPERIMENT RESULTS

In order to analyze the result of our mining altjoris we have conducted experiments with the 200RB#A
intrusion detection evaluation data set generated managed by MIT Lincoln Labs [7] which simulatas
distributed denial of service attack. We uploadied tlata set in the eXist DB. Each message inddta set
basically has the following information: Alert et®n time, analyzer that identified the alert, reeuof the alert and
target node of the attack. We filled out the otit&ributes of the IDMEF with dummy attributes é¢Segure 6).

Since each event in the mining algorithm is defirmd a node source of the attack, node under atindk
classification of the attack, each message in #te set provide the two first attributes. Theilatite classification
was filled out using a standard classification riedi in Cougaar. The same procedure was followethéattribute
assessment in the IDMEF message.

5.1 Statistics of Collected events and alerts

Table 2 shows the results coming from the statisttomponent after preprocessing. Table 2 (a) shihe
distribution at the time of the alerts. The tab{b)Zhows a typical denial of service attack wheeehacker sends
thousand of message to the victim in just one skcaAa shown is Table 2 (b) the attacker sendshallpackets to a
particular node in the network — in this case, tfechine with IP address 131.84.1.31 (first rowalble 2b). This
statistics module is very useful tool, since ibai to the security officer in the society to havéast view” of the
security activity in the society. Particularly thecurity officer can send queries to eXist XMLakstse about event
activity in time sequences, nodes under attack sandrity sensors with high activity. The secuafficer can send
these queries over a certain period of time.

5.2 Frequency mining results

Figures 9 (a) and (b) show the result coming frbenftequent mining episodes component. The pangl)ishows
the input and output values of the frequent mirepgsode algorithm. The left upper panel showsstitience of
event inputs to the mining algorithm. This parisbahows the starting and ending time of the aleguence.

The right upper panel shows the input parametetiseofrequent mining algorithm. In this case weehapecified a
window size of 1 second and event support of 0.06%confidence specified for the association rideg % and
the type of mining is parallel. The results o tmining algorithm are shown in the lower panel$he lower left
panel shows the episodes length 1, 2 and 3 founthdyrequent mining algorithm. As presented ab@ach
episode is composed by one or more frequent evéhesepisodes are grouped in order to make thelizstion

better. The middle lower left panel shows the @gés with its respective support in a char fashion.

This GUI allows the administrator to easily ideptifhich are the episodes with higher frequenciesthe events
that compose the frequent episode as well. Therdeft panel shows in detail each of the eventislvbompos the
episode. In this case the parallel episode is csen by tree events. Each event shows the a#isithat contain:
IP Source, target and classification. The secuffiger has the option to save the frequent events

The following is a typical output from the miningodule:

This xml output shows an episode with support 232%2composed of two events: Event 1 and Event ZenEl

and 2 tell us that the communication between thehinas 172.16.112.194 and 202.77.162.213 is veyufnt
among other events. The panel in figure 9 (b) shidsassociation rules found starting from the dest episodes.
The panel shows 25 association rules. For eadtiasisn rule, the boxes in the back show the clamice and the
support in this order. The boxes in the “grourgfiresent the antecedent and consequent of the rfeieally each
consequent and antecedent has a label (partiaiyest) which identifies each event which builds lug &ssociation
rule. The following xml output shows a typical asstion rule produced by the mining module.

<Episode Support="0.02523"> <RULE>
<Event1> <LHS>
<Source ident="172.16.112.194" /> <EVENT Classification="SECURITY_EXCEPTION"
<Target ident="202.77.162.213" /> Source ="172.16.112.194" Target ="20282.213" />
<Classification ident="SECURITY_EXCEPTION" /> </LHS>
</Eventl> <RHS>

<Event2>
<Source ident="202.77.162.213" />
<Target ident="172.16.115.20" />
<Classification ident="SECURITY_EXCEPTION" />
</Event2>
</Episode>

<EVENT Classification = "SECURITY_EXCEPTION"
Source ="202.77.162.213" Target ="172.16.112/30"
</RHS>
<CRITERE name = "Support” value = "0.02523" />
<CRITERE name="Confidence" value="1.0" />
</RULE>
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This association rule has a support of 2.523% acchéidence of 100%. Two events build up the assion rule.
The fist event LSH represents TCP/IP messages fiti2nl6.112.194 to 202.77.162.213 and the secormt &HS
represent TCP/IP messages from 202.77.162.2132d87112.194. So, this association rule pointthat the
network traffic between these machines is very high

6. CONCLUSIONS

The application of stream Data Mining Algorithmg fmining the Security events generated across theg&ar
agent society has been the focus of this work. thia work, frequency episode mining and associatide
correlation algorithm have been implemented fodifig and understanding the alert event patterrtheénAgent
Society. These correlations among highly relateehewattributes help to formulate rulesets whichphielfiltering
out alerts that are of low priority or contain redant information. Theonfidence and support parameters are
tunable to get desired results. For instance, loppert value indicates more event candidates fmetadion while
higher confidence value results in lesser but lyigtdrrelated event episodes. To test the effeotisenand
efficiency, we conducted extensive experimentshentienchmark dataset of IDMEF alerts, Darpa200&seatfrom
MIT Lincoln labs.

In this work, the system level tool, the Securign€ole, and the application specific repositoryXafL Database
were utilized for performing the complete analysihiese provide the ability to choose from somedafined set of
queries as well as the capability to formulate ripweries for security related critical events. Teeusity event
miner is developed with individual components wogkin a highly correlated manner. All the composeare fused
within this architecture to achieve different rethfunctionality, mainly data analysis, data refmogi and efficient
visualization.

Our development work with this correlation procesanly dealt with the process of analyzing secualgrts in an
agent society and addresses the core issues withitgetools. One common issue was the proliferatid several
different security issues at the same time. Theomague was the occurrence of several thousandisealerts in
just one second in a scenario such as a Deniarefcg Attack. This is a challenge to the Secukitiyninistrator as
well for the smooth functioning of the mining prese Without detailed preprocessing, such eventkl smverely
hamper the algorithm’s performance.



To achieve considerable efficiency and correctn®ssurity Console miner has been designed to bitétas much
redundant and low priority alerts as possible dradfinal information points out the possible causethe security
threats in a user friendly manner with proper rec@mdation to the Security Administrator.
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