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UNIT -I
Introduction to Computer Networks

1.1 Data Communication: Whenwe communicatewe ae sharing information. Ths shaiing can
be local @ remote. Baween individuad, local communicationawally occus face toface,while
remote communication tak@lace ovedistance.

1.1.2Components:
A data communicati@system ha five componerst

Rule 1: Rule 1:
Rule 2: Eule 2
s Protocol Protocol e
Fule n: Rulen:

Message >

P - j ;
| Sender l Medinm Receiverl

1. Message. The mesage & the irformation (datg to be communicatedPopula forms of

information include text, numisg pictures, audio, and video.

2. Sende. The sende is the device thatsends the data m&sge. It can be a compute
workstation, telephone hasek, video camm, andso on.

3. Receive The receive is the device thatreceives the masage. It can be a compute
workstation, telephone haset, televsion, andso on.

4. Trarsmisgon medium. Theramnsmisson medium $ the phgical path bywhich a mesage
travek from sende to receive. Some exampleof transmisson media includewisted-pair wire,
coaxial cablefiber-optic cable, andadiowaves

5. Protocol. A protocol s a set d rules that goven data communicati@n It represents an
ageement beteen the communicating devgeWithout a potocol, o devics may be
connected but not communicatingstjas a peson speakingFrench cannot be unood by a

person who speals only Japanee.




1.1.2Data Representation:

Information today coneein differentforms such & text, numbes, images, audio, and video.
Text

In data communicati@ntext s represented & a bit patten, asequence bbits (Os or Is).
Different sets of bit pattens have been dggned torepresent textsymbols. Eachset is called a
code, and therpcess of representing symbols is called coding. Today, thergvalent coding
system & called Unicode,which wses 32 bits to represent asymbol a chaacte used in any
language in theworld. The American Standad Codefor Information Interchange(ASCII),
developedsome decadeago in theUnited States, now corstitutes the first 127 chaactes in
Unicode ad is also referred to & Basic Latin.

Numbers:

Numbes are ako represented by bit patt@s. Howeve, a codesuch & ASCII is not wsed
to represent numbes;, the numbe is directly conveted to a biney numbe to smplify
mathematical opatiors. Appendix B dscusss sevaal different numbeng systemns.

Images:

Images are ako represented by bit pattas. In its simplest form, an images compesed d
a matix of pixels (picture elemerg), where each pixeld a small dot. Thesize d the pixel
depend on theresolution. For exanple, an image can be divided into 1000 psxel 10,000
pixels. In the second cae, thee is a bette representation 6 the image(bette resolution), but
more memoy is needed tetore the imageAfter an images divided into pixe$, each pixels
assgned a bit patter. Thesize and the valuefahe patten depend on the imagEor an image
made & only blackand white dos (e.g., a cheoad), al-bit patten is enough torepresent a
pixel. If an images not made bpure white and pre black pixed, you can inease thesize d
the bit patten to include gay scale.For example, tashow four levek of gray scale, you can e
2-bit pattens. A black pixel can beepresented by 00, a dh gray pixel by 01, a light iy pixel
by 10, and avhite pixel by 11. Thee ae seveal method to represent colo images. One method
is called RGB, so called becase eab colar is made & a combination bthree pimary colors:
red, green, and blue. The intgty of each colo is meaured, and a bit patte is assgned to it.
Anothe method $ calledYCM, in which a colo is made 6 a combination bthree othe primary
colars: yellow, cyan, and magenta.

Audia




Audio refers to therecading a broadcating of sound @ music. Audio is by natue
different from text, numbes, or images. It is continuos, not dscrete. Evenwhenwe we a
microphone to change voice music to an elecic signal, we aeate a continuausignal. In
Chaptes 4 and S5we lean hawv to changesound @ music to a digital ® an analogignal.

Videa

Video refers to therecading a broadcating of a pictue a movie.Video can eithebe
produced a a continuos entity (e.g., by a V camea), or it can be a combinationf amages,
each a dicrete entity, aanged to covey the idea bmotion. Again we can change videto a
digital or an analogignal.

1.1.3Data Flow
Communication beteen o devices can besimplex, haf-duplex, @ full-duplex & shown in
Figure
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Simplex

In simplex mode, the communicatios unidirectional, @ on a oneway street.Only one
of the wvo device on a link canrarsmit; the othe can onlyreceive(see Figure §. Keyboads
and taditional monites are example of simplex devics. The keyborl can only intoduce
input; the monito can only acceptubput. Thesimplex mode can se the entie capacity bthe
channel tesend data in one diction.
Half-Duplex

In haf-duplex mode, eacs$tation can bothrarsmit andreceive, but not at theme time.
When one devicesisending, the othrecan onlyreceive, and vice vsa The hdlduplex modes
like a onelaneroadwith traffic allowed in both diectiors.
When cas are traveling in one dection, cas going the otheway must wait. In a hal-duplex
trarsmisgon, the entie capacity ba channeld taken ove by whicheve of the wo device is
trarsmitting at the time. Walki¢alkies and CB (citizers band radics are both hdtduplex
systerns.
The hat-duplex mode s used in caes where thee is no needfor communication in both
directiors at thesame time; the ente capacity bthe channel can be utilizédr each diection.
Full-Duplex

In full-duplex bothstatiors can tansmit andreceivesimultaneoudly (seeFigure ¢. The
full-duplex moded like a tW<D-way streetwith traffic flowing in both drectiors at thesame
time. In full-duplex modesi~nals going in one dection share the capacity fothe link: with
signals going in the othe din~c~on. This sharing can occuin two ways. Eithe the link must
contain wo physically sepaate t:nnsmissIDn patls, onefor sending and the otihéor receiving;
or the capacity bthe ch:aillilel i s divided betveensignals traveling in both diectiors. One
common gample @ full-duplex communicatiorsithe telephone nebrk. When o people e
communicating by a telephone line, both can talif Bsten at thesame time. Thdull-duplex
mode & usedwhen communication in bothréictiors is requred all the time. The capacity the
channel, haeve, must be divided bateen thewo directiors.




1.2NETWORKS

A nework is aset d devices (oftenreferred to & nodes) connected by communicatiomhis. A
node can be a compuigxinter, or any othe device capablefosending and/oreceivirg data
geneated by othenodes on the netork.

1.2.1Distri buted Processng

Most netvorks use dstributed pocessng, in which a tak is divided among multiple compute
Instead é& one single large machine beingesporsible for all aspect of a pocess sepaate
computes (usually a pesonal computeor workstation) handle asubset.

1.2.2Network Criteria

A netvork must be able to meet a iain numbe of criteria. The mat important d these ae
performanceyeliability, andsecurity.

Performance

Performance can be msaed in manyways, including tarsit time and resporse
time.Transit time is the amount Dtime requred for a mesge to tavel from one device to
anothe. Resporse time b the elaged time beween an inquiy and aresporse. The pgormance
of a netvork depend on a numbe of factas, including the numbeof users, the type 6
trarsmisson medium, the capabiliteof the connected ha@ware, and the féiciency d the
software. Performance $ often evaluated byato netvorking metics: throughput and dela We
often need me throughput and k&s delay.Howeve, these wo aiteria ae dten contadictay.
If we try to send mae data to the neftrk, we may incease throughput buive inaeese the delay
becase d traffic congetion in the nawork.

Reliability:

In addition to acaacy d delivery, netork reliability is meaured by thefrequency of
failure, the time it take a link to recove from afailure, and the netork's robustness in a
catestrophe.

Secuity:

Network secuity issues include potecting datdrom unauthdzed acces protecting data

from damage and development, and implementing pslene pocedues for recovey from

breachse and data lsses.




1.2.3Physical Structures:

Typeof Connection

A netvork is two or more device connected ttough links. A link is a communicatios
pathway that tarsfers datafrom one device to anothéd-or visualization puposes, it is simplest
to imagine any link .a line dawn betveen wo poins. For communication to ocey two
devices must be connected isomeway to thesame link at thesame time. Thee ae wo pssble
types of connectios: pointto-point and multipoint.
Point-to-Point

A pointto-point connection mvides a dedicated link beteen wo device. The entie
capacity é the link i reserved for transmisgon betveen thee two devica. Most pointto-point
connectios use an actual lengthfavire a cable to connect thevd end, but othe optiors, such
as microwave o satellite links, ae ako possble. When you change telsion channed by
infrared remote conbl, you ae establishing a poinito-point connection beteen theremote
contol and the telegon's contol system.
Multipoint

A multipoint (also called multidop) connections one inwhich mae than wo specific
devices share asingle link. In a multipoint envionment, the capacityf dhe channels shared,
eithe spatiallya tempaally. If sevaal device can e the linksimultaneouwly, it is a spatially

shared comection.If users must take tuns, it is atimeshared connection.

Link

AT
Station |
Link

Mainframe

b. Multipoint




1.2.3.1Physical Topology

The tem physical topologyrefers to theway in which a netvork is laid out phgically. One o
more devics connect to a link;yto or mare links form a topology. The topologyf @ netvork is
the geometc representation & the relatiorship o all the links and linking device (usually
called nods) to one anothe Thae aefour basic topologies possble: mesh, star, bus, andring

Topology

Mesh l Star I Bus Ring |

Mesh: In a meh topology, evey device ha a dedicated poirtb-point link to evey othe
device. The ten dedicatedmears that the link ceies traffic only betveen the wo device it

connecs. To find the numbeof physical links in afully connected ma&h netvork with n nodes,

we first corsider that each node msube connected to eme othe node.Node 1 mst be
connected tan - | nodes, node 2 ms be connected ta — 1 nods, andfinally noden must be
connected tm - 1 nodes. We needh(n - 1) physical links. Howeve, if each phsical link allows

communication in both dectiors (duplex modg we can divide the numbef links by 2. In

othe words, we cansay that in a m& topology,we neech(n -1) /2 duplexmode linls.

To accommodate that many Ig)kevey device on the natork must haven — 1 input/output

(VO) partsto be connected to the othre- 1 statiors.

Station




Advantags:

1. The e d dedicated link guaantee that each connection canrgaits own data load,
thus eliminating the rtaffic problens that can ocauwhen links must be shaed by
multiple device.

2. A mesh topology & robust. If one link becom& unusable, it dos not incapacitate the
entre system. Thrd, thee is the advantagefoprivacy a secuity. When evey message
travek along a dedicated lin®nly the intendedecipientsees it. Physical boundaes
prevent othe users from gaining acces to messages. Finally, pointto-point links make
fault identfication andfault isolation eay. Traffic can berouted to avoid ling with
suspected poblens. This facility enabls the netvork manage to discove the pecise
location d thefault and aidin finding its cawse andsolution.

Disadvantags

1. Disadvantage foa meh ae related to the amount @abling becase evey device mut
be connected to emeothe device, irstallation andeconnection i@ dificult.

2. Second, theshee bulk d the wiring can be geate than the availablgpace(in walls,
ceilings, or floors) can accommodat&inally, the hadware requred to connect each link
(I/0 pats and cablgcan be mhibitively expesive.

For these reasons a mesh topology & usually implemented in a limitetbshion, for example, saa
backbone connecting the main qarters of a hylyid netvork that can includesevaal othe
topologies.

Star Topology:.

In a star topology, each device baa dedicated poirb-point link only to a cemal
contoller, usually called a hub. The devigere not diectly linked to one anotheUnlike a mah
topology, astar topology doe not allov direct traffic betveen device The contoller ack as an
exchangelf one devicevant to send data to anotheit sends the data to the comler, which
thenrelays the data to the otheonnected device .

A star topology b lessexpemive than a mgh topology.In astar, each device nesanly one link
and onel/O port to connect it to any numbef othes. This facta also makes it easy to install
andrecorfigure. Far lesscabling neeslto be hoged, and additios) moves, and deletioainvolve

only one coanection: batveen that device and the hub.




Other advantageincluderobustness If one linkfails, only that link & affected.All other links
remain active. Thliifacta also lends itself to eay fault identfication andfault isolation. As long

as the hub $ working, it can be sed to monito link problens and bypasdéfective links.

Hub
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Statien Station Station Station

One big dsadvantage foa star topology s the dependencyf dhe whole topology on oneaingle
point, the hublf the hub gogdown, thewhole system s dead.Although astar requres far less
cable than a nsh, each node nstibe linked to a cerdl hub.For this resson, dten mae cabling
isrequred in astar than insome othe topologies (such aring or bus).
Bus Topology.

The peceding exampéeall describe pointto-point connectioa A bus topology, on the
othe hand, $ multipoint. One long cable astas abackbone to link all the devicein a netvork

Drop line Drop line Drop line
Cable end Fr——— & — — — — — e — — — —llee—8] Coble end
Tap Tap Tap

Nodes are connected to the bgable by dop lines and tag. A drop line s a connection
running betveen the device and the main cal#letap s a connectothat eithe splices into the
main cable b punctues the sheathing ® a cable to eate a contaavith the metallic cce. As a
signal ravek along the backbonesome d its enegy is trarsformed into heat. Thefore, it
become weake andweake as it travek farther andfarther. For thisreason thee is a limit on the

numbe of taps a bis cansuppat and on the dtance bateen thee tas.




Advantags of a bis topology include ez d installation. Backbone cable can be laidrgdhe
most efficient path, then connected to the nobtg drop lines of various lengths. In this way, a
bus uses lesscabling than m@h or star topologies. In astar, for examplefour network devices in
the same room requre four lengtlrs of cablereaching all theway to the hublin a b, this
redundancyd eliminated.Only the backbone cablgretche through the ente facility. Each
drop line ha to reach only afar as the neaest point on the backbone.

Disadvantageinclude dificult recomection andfault isolation. A bus is usually designed to be
optimally dficient at irstallation. It can theefore be dificult to add ne devices. Signal
reflection at the tagpcan case degadation in quality. Thli degadation can be comtled by
limiting the numbe and spacing ¢ devices connected to a given lengtlh cable.Adding nev
devices may theefore requre modfication a replacementfothe backbone.

In addition, aault a break in the bs cablestops all trarsmisgon, even beteen deviceon the
sameside d the poblem. The damagedea reflects signals back in the dection d origin,
creating noge in both diectiors.

Bus topologywas the one bthefirst topologies used in the dsign of ealy local aea netvorks.
Ethenet LANs can se a b topology, but theyre lesspopula.

Ring Topobgy In aring topology, each device $ia dedicated poirtb-point connectiomwith
only the o device on eithe side d it. A signal is pasd along theing in one diection,from
device to device, until teachs its destination. Each device in thiéng incaporates arepeate
When a deice receives asignal intendedor anothe device, is repeateregeneates the bis and

passs them along

Repeater

Repeater Repeater
Repeater Repeater

Repeater
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A ring is relatively eay to install andrecorfigure. Each devicesilinked to only is immediate
neighbas (eithe physically or logically). To add o delete a deviceequres changing onlywo
connectios. The only costraints are media andréffic corsiderations (maximumring length and
numbe of devices). In addition,fault isolation is simplified. Geneally in aring, asignal is
circulating at all time. If one device daenot receive asignal within a specfied peiod, it can
isgle an alam. The alam aleats the newvork opeata to the poblem and & location.

Howevae, unidirectional taffic can be a dadvantageln asimplering, a veak in hering
(such & a dsabledstation) can dsable the ente netvork. This weaknescan besolved by sing
a dualring or aswitch capable bclosing dof the reak. Ring topologwas prevalentwhenIBM
introduced i$ localarea netvork Token Ring. Today, the neédr highe-speed LANs has made
this topology lesspopula. Hybrid TopologyA network can be hyhd. For examplewe can have
a mainstar topologywith each lbanch connectingeveaal statiors in a bis topology & shown in

Figure

R
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1.2.4Categories of Networks

Local Area Networks:

Local aea neworks, geneally called LANs, ae pivately-owned netvorks within a single
building a camps of up to afew kilometres in size. They & widely used to connect peonal
computes andworkstatiors in company ices andfactaies to share resources (e.g., pinters)
and exchange formation. LANs are dstinguished from othe kinds of neworks by three
chaacteistics:

(1) Ther size,

(2) Ther trarsmisson technology, ath

(3) Ther topology.

LANSs are restricted in size, which meas that theworst-case rarsmisson time s bounded and
known in advanceKnowing this bound make it passble to wse cetain kinds of designs that
would not othewise be pssble. It also simplifies nework management. ANs may e a
trarsmisson technology cosisting of a cable towhich all the machireare attached, like the
telephone company pg# lines once ged inrural aess. Traditional LANs run atspeed of 10
Mbps to 100Mbps, have lav delay(microsecond or nansecond), and make ug few errors.
Newer LANs opegate at up to 1@Gbps Various topologies are passble for broadcat LANS.
Figurel shows two of them.In a b (i.e., a linea cablg netvork, at any istant at met one
machine $ the mater and & allowed to tarsmit. All other machines are requred torefrain from
sending.An abitration mecharsim is needed taesolve corilicts when tvo or mare machine
want to tanamit simultaneosly. The abitration mecharsm may be cemélized o distributed.
IEEE 8023, populaly called Ethenet, for example, $ a bis-based lroadcat netvork with
decentalized contol, usually opeating at 10Mbps to 10Gbps. Computes on an Ethmet can

trarsmit wheneve they want to; f two o more packet collide, each computgust waits a

random time and ie again late.
f(E -
P Computer \
C1 C1 Cad Cd .11 .3
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{a) ()

Fig.1: Two broadcast networks. (a) Bus. (b) Ring.
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A second type bbroadcat system s thering. In aring, each bit pppagate around on is own,
not waiting for therest of the packetd which it belong. Typically, each bit ccumnavigats the
entire ring in the time it taketo trarsmit a few bits, often bdéore the complete packet siaven
been tamsmitted. As with all othe broadcat systems, some rule is neededfor arbitrating
simultaneos accesses to thering. Various method, such & having the machirsgtake tuns, are
in use. IEEE 802.5the|BM tokenring), is aring-based LAN ope&ating at 4 and 16bps. FDDI
is anothe example 6aring netvork.

Metropolitan Area Network (M AN):

Metropolitan Area Network:

A metopolitan aea netvork, or MAN, coves a city. The bst-known example ba MAN is the
cable televsion netvork available in many cite This system gew from ealier community
antennasystens used in aeas with poor ove-the-air television reception.n these ealy systens,
a lage antennavas placed on top foa neaby hill andsignal was then piped to theubscribers'
houwses. At first, these were locallydesigned, ad hosystens. Then compangbegan jumping
into the buiness getting contacs from city govenmens to wire up an ente city. The nexstep
was television programming and even emdi channel designed for cable only.Often thee
channet were highlyspecialized,such & all news, all sports, all cooking, all gedening, andso
on. Butfrom ther inception until the late 1990theywere intendedor television reception only.
To afirst apgoximation, aMAN might look something like thesystem shown in Fig. In this
figure both telewsion signals andInternet ae fed into the cemalized head endor subsequent
distribution to peopls homes. Cable telewsion is not the onlyMAN. Recent developmesntn
high-speedwireless Internet accss resulted in anothe MAN, which ha& beenstandadized &
IEEE 802.8.

= == T == == == =T ==
Junction __ T T T T
=]
Antenna S el == — = -
e - E = -
e - T = =T ==} == ==

L

Intermet
T =

Fig.2: Metropolitan areanetwork based on cable TV.
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A MAN is implemented by atandad calledDQDB (Distributed QueueDual Bus) or
IEEE 80216. DQDB has two unidrectional bges (or cables) to which all the computs are
attached.
Wide Area Network (WAN).
Wide Area Network:
A wide aea newvork, or WAN, spars a lage geogaphical aea, dten a courrly or continent.It
contairs a collection & machins intendedfor running wer (i.e., applicatioh prograns. These
machinea are called a hosts. The hats are connected by a communicatisubnet, o just subnet
for short. The hats are ovned by the cstomeas (e.g., peopls pesonal computes), whereas the
communicationsubnet & typically ovned and opmated by a telephone company loternet
service provider. The job & the subnet s to cary messages from hast to hast, just as the
telephonesygem caries words from speake to listene.
Sepaation d the pue communication specs of the nework (the subne) from the application
aspecs (the hats), greatly simplifies the complete natork design. In mast wide aea netvorks,
the subnet cosists of two distinct componerg trarsmisson lines and switching elemerg
Transmisgon lines move bis betveen maching They can be madd aoppe wire, opticalfiber,
or evenradio links. In mast WANS, the netvork contairs numeous trarsmisgon lines, each one
connecting a paiof routes. If two routes that do notshae a tamsmisgon line wish to
communicate, they nstido ths indirectly, via othe routes. When a packetsisent from one
route to anothevia one o more intemediateroutes, the packetsreceived at each inteediate
route in its entrety, stored thee until therequired output line s free, and theriorwarded. A
subnet @ganized acawling to ths principle is called astore-andforward o packetswitched
subnet. Nealy all wide aea netvorks (except thee wsing satellites) have store-andforward
subnes. When the packetare small and all thesamesize, they a dten called cedl.
The pinciple d a packeswitched WAN is so impatant. Geneally, when a pocess on some
host has a mesage to besent to a pocess on some othe host, the sending hat first cuts the
message into packst each one bemg its numbe in the sequence. Thee packet are then
injected into the netork one at a time in quiclsuccesson. The packet are tramsported
individually ove the netwvork and depsated at thereceiving hat, where they ae resssembled
into the giginal message and delived to thereceiving pocess A stream d& packes resulting
from some initial message sillustrated inFig.
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In this figure, all the packstfollow the route ACE, rathe than ABDE o ACDE. In some
neworks all packes from a given mesage mut follow the sameroute; in othes each paked s
routedsepaately. Of couse, if ACE is the bet route, all packatmay besent along it, everfi

each packesiindividually routed.

Sending host i Receiving host

| ' /f’é}-—fn\ J |
.:f gpumlsEw ﬁ" /' -l I-.I-”-\
LT e , S N o

| T \?\@..3// X

.‘.’ = 'A—" =
Packet % Router C makes a
\ choice to forward
packets to E and

notto D

! %
Sending process Receiving process

Fig.3.1 A stream of packets from sender to receiver.
Not all WANs are packetswitched.A second pasbility for a WAN is a satellite system Each
routa has an antenna teughwhich it cansend andeceive All route's can heathe outputfrom
the satellite, and insome caes they can &b hea the upvard tramsmissons of ther fellow
routas to thesatellite & well. Sometimes theroute's are connected to substantial pointto-point
subnet, with only some d them having asatellite antennaSatellite netvorks are inheently

broadcat and ae mast useful when the boadcat propaty isimportant.

1.3THE INTERNET

The Internet ha revolutionized may aspect of our daily lives. It has affected theway we do
business as well as the way we spend ou leisure time. Count thevays youve wsed thelnternet
recently.Perhaps youve sent eleatonic mail (e-mail) to a bginess asociate, paid a utility bill,
read a neispape from a dstant city, o looked up a local movischeduleall by wsing the
Internet. Or maybe youreseached a medical topic, booked a hatedervation, chattedvith a
fellow Trekkie, a compaison-shoppedfor a ca. The Internet s a communicatiorsystem that

has brought awealth d information to oufingertips and @ganized itfor our use.
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A Brief History

A nework is a goup d connected @amnmunicating devicesuch & computes and pinters. An
internet (note the levercase lette i) is two or mare neworks that can communicate&ith each
otha. The mat notable intenet s called thelnternet (uppecase lette 1), a collaboation d more
than hundeds of thowsands of interconnected netorks. Private individuas as well as various
organizatios such & govenment agencg schook, reseach facilities, corporations, and
libraries in mae than 100 counes use the Internet. Millions of people e wers. Yet this
extraadinay communicatiorsystemonly came into being in 1969.

In the mid196G, mairframe compters in reseach aganizatiols were standalone deviee
Computes from diferent manéactuers were unable to communicateith one anothe The
Advanced Rgeach Projecs Agency (ARPA) in the Depatment ¢ Deferse (DoD) was
interested in finding away to connect computeso that thereseacheas theyfunded coulcshare
their findings, thaebyreducing cets and eliminating duplicationfaffort.

In 1967, at associationfor ComputingMachiney (ACM) meeting, ARPA presented is ideas
for ARPANET, asmall netvork of connected compute The ideawas that each h& compute
(not necssxrily from the same mantactuer) would be attached to gpecialized compute
called aninteiface message procesor (IMP). The IMPs, in tum, would be connected to one
anothe. EachIMP had to be able to communicatgth othe IMPs as well as with its own

attached hgi. By 1969,ARPANET was a reality. Four nodes, at theUniversity of California at
Los Angeles (UCLA), theUniversity of California atSanta Babara (UCSB), Starford Research

Institute (SRI), and theUniversity of Utah, were connected via th8ViPs to form a neivork.

Software called theNetwak Contol Protocol (NCP) provided communication beten the
hosts.

In 1972,Vint Caf and BobKahn, both &6 whom were pat of the cae ARPANET goup,
collabaated onwhat they called thénternettingProjecl. Caf andKahris landmak 1973 pape
outlined the potocok to achieve endo-end delivey of packes. This pape on Trarsmisson

Contol Protocol (TCP) included conceptsuch & encapgulation, the datagm, and théunctiors
of a gatevay. Shortly theredter, authaities made a desion to split TCP into two protocols:

Tramsmisson Contol Protocol (TCP) and Internetworking Protocol (IP). IP would handle

datagam routing while TCP would be resporsible for highe-level functiors such &
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segmentationfeasembly, and gor detection. The inteetworking protocol became knen as
TCPIIP.

Thelnternet Today

TheInternet ha come a longvay since the 1968 Thelnternet today$ not asimple hiearchical
structure. It is made up bmanywide- and localarea netvorks joined by connecting deviseand
switching stations. It is difficult to give an acaaterepresentation ¢ the Internet becase it is
continually changinghew netvorks are being added, esting netvorks are adding adesses, and
netvorks of dgfunct companie are being removed. Today nsb end sers who want Internet
connection ee theservices of Internet service povides (ISPs) Thae ae intenationalservice
providers, nationalservice providers, regionalservice providers, and locakervice povides. The
Internet today $ run by pivate companig not the govenment.Figure 1.13shows a conceptual
(not geogaphig view of thelnternet.

Mational
ISP

a. Structure of a national ISP

National

ISP

b. Interconnection of national ISPs
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International InternetSevice Provides:

At the top 6 the higarchy ae the intenationalservice providers that connect natien
togethe.

NationalInternetSevice Provides:

The nationalnternetservice poviders are backbone neforks created and maintained by
specialized compange Thae ae many nationalSPs opeaating in North America; some d the
most well known ae SprintLink, PSINet, UUNet Technology,AGIS, and intenet Mel. To
provide connectivity beteen the endsars, these backbone netorks are connected by complex
switching statiors (normally run by a thid paty) called newvork acces points (NAPs). Some
national ISP networks are abo connected to one anothky private switching statiors called
peeing points. These namally opeate at a high datate (up to 600Mbps).
RegionallnternetSevice Provides:

Regional intenet service poviders or regionalISPsare smaller ISPsthat ae connected
to one o mare nationalSPs They ae at the thid level d the higarchy with asmaller datarate.
Local InternetSeviceProvides:

Local Internet service providers provide drect service to the end sers. The locallSPs
can be conected toregionallSPsor directly to nationalSPs Most end wsers are connected to
the locallSPs Note that in ths sense, a locallSP can be a company thatsjyprovides Internet
services, a caporationwith a netvork thatsupplies services to its own employes, or a naprofit
organization,such & a college o a university, that runs its own network. Each ¢ these local

ISPscan be connected ta@gional @ nationalservice povider.

1.4PROTOCOLSAND STANDARDS
Protocoks:

In compute netvorks, comnunication occus betveen entitis in different systenms. An
entity is anything capablefosendirg or receiving irformation. Howeve, two entities cannot
simply serd bit streans to each otheand expect to be undsgod. For communication to occu
the entitis must agee on a mtocol. A protocol 5 a set d rules that goven data
communication. A protocol déines what s communicated, he it is communicated, an@then
it iscommunicated. The key elemenf a potocol ae syntax,semantis, and timing.
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o Syntax. The tam syntaxrefers to thestructure a format d the data, meaning thedsr
in which they ae presented.For example, aimple protocol might expect thérst 8 bits of data
to be the ad@ssof thesende, thesecond 8 b to be the ad@ssof thereceive, and theest of
thestream b be the mesage itelf.

0 Semantis. Theword semantics refers to the meaningfoeachsection d bits. How is a
paticular patten to be intepreted, andvhat action $ to be taken ksd on that intgretation?
For example, dog an addess identify the route to be takenrothe final destination of the
message?

o Timing. The tem timing refers to two chaacteistics: when datashould besent and
how fast they can besent. For exanple, if asende produces data at 10Mbyps but thereceive
can pocessdata at only Mbps, the tarsmisgon will overload thereceive andsome datawill
be lcst.

Standards

Standads are esential in ¢eating and maintaining an open and competitiveketdor
equipment marfactuers and in gusanteeing national and inteational inteopeability of data
and telecommunicatien technology and nocesss. Standads provide guideling to
mandactuers, vendas, govenment agenc& and othe service povides to ersure the kind ©
interconnectivity necesary in todays marketplace and in inteational communicatian
Data communicatiorstandads fall into two categaoes. de facto (meaning"by fact' or "by
conventiorl) anddejure (meaning'by law" or "by regulatiort).

o De facto. Standads that have not been amved by an manized body but have been
adopted sstandads throughwidespread e ae defactostandads. De factostandads are dten
established aiginally by mandiactuers who seek to déne thefunctionality d a nev product @
technology.

o De jure. Thee standads that have been leg@ted by an fiicially recognized bdy are
de jue standads.
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1.5LAYERED TASKS

We wse the conceptfdayesin ou daily life. As an example, letsuicorsider two friends
who communicate tiough patal maiL The pocess of sending a letteto afriend would be
complex f thee were noservices availablefrom the peat office. Belav Figure shows thestepsin
this task.

Sender Receiver
r 9 F s

% *
I t

The letter is written, The letter is picked up,
put in an envelope, and Higher layers removed from the
dropped in a mailbox. envelope, and read.
L]
The letter is carried The letter 1= carried
from the mailbox Middle layers from the post office
to a post office. to the mailbox.
The letter is delivered The letter is delivered
to a carrier by the post Lower lavers from the carrier
office. to the post office.
[ | [ ]

L ]

The parcel is carried from
the source to the destination.

Sende, Receive, and Carier
In Figure we have &ende, areceive, and a caier that tarsports the lette. Thee is a higarchy
of tasks.
Atthe Sende Site
Let usfirst describe, in ader, the activitis that take place at tteende site.
o Higher laye. The sende writes the lette, inserts the lette in an envelopewrites the
sende andreceive addesss, and dops the lette in a mailbox.
o Middle laye. The lette is picked up by a lettecarier and deliveed to the pst office.
o Lower laye. The lette is sorted at the psi office; a carier transports the lette.
OntheWay: The lette is then on is way to therecipient.On theway to therecipients local pat
office, the lette may actually go ttough a cemtl office. In addition, it may beransported by

truck, rain, arplane, boat, oa combination bthese.
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AttheReceive Site

o Lower laye. The carier tramsports the lette to the pat office.

o Middle laye. The lette is sorted and deliveed to therecipients mailbox.

o Higher laye. Thereceive picks up the lette opers the envelope, angad it.
1.6 The OSI ReferenceModel:
The OSI model (minus the phgical medium is shown in Fig. This model & based on a popacsal
developed by thénternational Standads Organization(ISO) as afirst step tavard international
standadization d the potocok used in the vaous layes (Day and Zimmeanann, 1983 It was
revised in 199%Day, 1995. The model s called thelSO-OSI(Open Systens Interconnection
ReferenceModel becase it deas with connecting opesystems—that i, systens that ae open
for commuicationwith othe systens.
The OSI model ha seven layes. The pinciples thatwere applied to aive at theseven layes
can be hefly summaized & follows:
1. A laye should be ceatedwhere a diferent alstraction s needed.
2. Each layeshould peform awell-definedfunction.
3. Thefunction d each laye should be cheen with an eye tward ddining intenationally
standadized potocok.
4. The laye boundaies should be chsen to minimize the iformationflow aaossthe intefaces.
5. The numbeof layes should be lage enough that ginct functiors need not behrown
togethe in the same laye out d necesty and small enough that therehitectue doe not

become uwieldy.
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Physical layer host-router protocol

Fig.4: The OSI referencemodel
ThePhysical Layer:
The phyical laye is concened with transmitting raw bits over a communication channel. The
design isaues have to davith makingsure thatwhen oneside sends a 1 bit, it 5 received by the
othe side asa 1 bit, not aa 0O bit.
TheData Link Layer:
The main tak of the data link layeis to trarsform araw tramsmisson facility into a line that
appess free d undetectedransmisson erors to the nawork laye. It accomplshes this task by
having thesende break up the input data into ddt@ames (typically afew hunded a afew
thousand lytes) and tarsmits the frames sequentially.If the service is reliable, thereceive
corfirms carrectreceipt & eachframe bysending back an ackmdedgementrame.
Anothe iswe that ases in the data link laye(and mat of the highe layes as well) is how to
keep &fast trarsmitter from downing aslow receive in data.Some taffic regulation mechaan
is often needed to let thearsmitter know how much bidfer space thereceive has at the

moment.Frequently, thé flow regulation and thereor handling ae integated.
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The Network Layer:

The netwvork laye contols the opeation d the subnet.A key design isue s detemining how

packes are routedfrom source to detination. Routs can be bsed onstatic table that ae "wired
into" the netvork and rarely changed. They cansal be detamined at thestart of each
conveasation, for example, a teninal sesson (e.g., a login to aemote machine Finally, they
can be higly dynamic, being detenined anw for each packet, toeflect the curent netvork

load.

If too mary packes are present in thesubnet at thesame time, thewill get in one anothes way,

forming bottleneck The contol of such congetion ako belong to the nework layer. More

geneally, the quality 6 service provided(delay, tarsit time, jitter, etc) is also a nework layer

isue.

When a packet Isdo travelfrom onenetwork to anotheto get to it destination, many pblens

can aise. The adoessng used by thesecond natork may be diferentfrom thefirst one. The
second one may not accept the packet at all lsedais too lage. The potocok may difer, and
so on. It is up to the netork laye to ovecome all thee poblens to allov heteogeneows

networks to be inteconnected.In broadcat netvorks, the routing poblem s simple, so the
netvork layer is often thin @ even nonexent.

The Transport Layer:

The baic function d the tarmsport laye is to accept datérom abovesplit it up into smaller

units if need be, Esthese to the netork layer, and esure that the pieceall arive carectly at
the othe end.Furthemore, all ths must be done #iciently and in avay that solates the uppe
layers from the inevitable changein the hadware technology. Theransport laye also

detemines what type 6 service to povide to thesesson laye, and, ultimately, to thesars of

the netvork. The mat popula type d transport connection $ an eror-free pointto-point
channel that delive messages or bytes in the ader in which theywere sent. Howeve, othe

paosdble kinds of tramsport service ae the tamsporting of isolated mesages, with no guaantee
about the aler of delivery, and the adcating of messages to multiple datinatiors. The type
of service is deteminedwhen the connectiors established.

The tarsport laye is a tue endto-end laye, all theway from thesource to the dgination. In

othe words, a pogram on thesource machine aaies on a convesation with a similar program

on the detination machine, sing the mesage heads and contol messages. In the laver layes,
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the potols are betveen each machine and immediate neighbasg, and not beteen the

ultimatesource and dgtiination maching which may besepaated by manyouteas.

The Sesson Layer:

The sesson laya allows users on diferent machinge to establish sessons betveen them.
Sesdons offer various services, including dialog conbl (keeping tack d whaose tun it is to
trarsmit), token managemergpreventing wo paties from attempting theame citical opeation
at thesame tim¢, and synchronization (check pointing longramsmissons to allov them to
continuefromwhere theywere dter a aash).

The Presentation Layer:

The pesentation layeis concenedwith thesyntax andsemantis of the iformation tamsmitted.
In order to make it pedble for computes with different datarepresentatiors to communicate,
the datastructues to be exchanged can befided in an altract way, alongwith a standad
encoding to be sed "on thewire." The pesentation laye manage these alstract datastructures
and allavs highe-level datastructures (e.g., bankingecads), to be déned and exchanged.
The Application Layer:

The application layecontairs a vaiety of protocok that ae commonly needed bys&rs. One
widely-used application ptocol s HTTP (Hypertext Trarnsfer Protocol), which is the bais for
the Wald Wide Web. When arbwser wants a Web page, gends the name bthe page itvants
to theserver using HTTP. Theserver thensends the page backOthe application potocok are

usedfor file transfer, electonic mail, and netork news.

1.7The TCP/IP Reference Model:

The TCP/IP reference modelas developed por to OSI model. The majodesign goak of this
modelwere,

1. To connect multiple nebrks togeher so that they appeas asingle netvork.

2. Tosurvive dter patial subnet hadware failures.

3. To povide aflexible achitectue.

Unlike OSlreference model, TE/IP reference model heonly 4 layes. They ae,

1. Host-to-Network Layer

2. Internet Laye
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3. Trarsport Layer

4. Application Laye

Application Laye

Transport Layer

Internet Laye

Host-to-Network Layer

Host-to-Network Layer:

The TQP/IP reference model daenotreally say much aboutvhat happes here, except to point
out that the hsi has to connect to the nebrk using some potocolso it cansendIP packes to it.
This protocol s not déined and vaes from hast to hast and nevork to netvork.

Internet Layer:

This laye, called the intaet laye, is the linchpin that holslthe whole achitectue togethe Its
job isto pemit haosts to inject packetinto any naework and have theyavel independently to the
destination (potentially on a dferent netvork). They may evenrave in a dfferent ader than
theywere sent, inwhich cae it is the job @& highe layes to rearange them fiin-order delivery
is desired. Note that'internet' is used hee in a genec serse, even though thilaye is present in
theInternet

The intenet laye ddines an dficial packetformat and potocol calledIP (Internet Protoco)).
The job ¢ the intenet laye is to delive IP packes where they @ suppcsed to go.Packet
routing s clealy the majo issue hee, & is avoiding congstiion. For these reasons, it is
ressonable tosay that the T@/IP internet laye is similar in functionality to theOSI network
layer. Fig. shows this carrespondence.

The Transport Layer:

The laye above the intenet laye in the TGP/IP model 8 now usually called theransport laye.
It is designed to allav pee entities on the source and dgtination hats to cary on a
convesation, just as in the OSI trarsport layer. Two endto-end tansport protocok have been
defined hee. Thefirst one, T@ (Tramsmisson Contol Protoco), is a reliable connection
oriented potocol that allvs a bytestream @iginating on one machine to be deligd without
error on any othe machine in the intaet. It fragmens the incoming bytestream into dscrete
messages and pass each one on to the imtest laye. At the datination, thereceiving T@

processressembles thereceived mesages into the outpustream. T also handls flow contol
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to makesure afast sende cannotswamp aslow receive with more messages than it can handle.

N W & 0 & 0~

Qs
Application Application
Presentation
Session -
Transport Transpon
Network Internet
Data link Host-to-network
Physical

Fig.1: The TCP/IP reference model.
The second potocol in ths layer, UDP (User Datagam Protocol, is an umeliable,

P~ Not present
" in the model

connectionles protocol for applicatims that do notwant TCP's sequencing oflow contol and

wish to povide ther own. It is also widely used for oneshot, clientserver-type request-reply

guaies and applicatiosin which prompt delivey is more impatant than acaate delivey, such

as tramnsmitting speech o video. Therelation d IP, TCP, andUDP is shown in Fig.2. Since the

modelwas developed]P has been implemented on many otmetvorks.

Protocols <

Nehmrks{

TELNET FTP SMTP DNS
TCP | uppP
———
e ]
Packet
ARPANET ‘ SATMET radio | LAN

Fig.2: Protocols and networks in the TCP/IP model initially.

Layer (OS| names)

Application

Transport

MNetwork

Physical +

data link
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The Application Layer:

The TCP/IP model dos not havesesson o presentation layes. On top d the tarmsport laye is
the application laye It contairs all the highe-level protocok. The edy ones included vitual
terminal (TELNET), file trarsfer (FTP), and eleabnic mail (SMTP), as shown in Fig.6.2. The
virtual teminal protocol allavs a wser on one machine to log onto astdint machine andiork
there. Thefile trarsfer protocol povides a way to move dataffciently from one machine to
anothe. Electonic mailwas originally just a kind d file trarsfer, but late a specialized potocol
(SMTP) was developedor it. Many othe protocok have been added to Heeove the yeas. the
DomainNameSystem (DNS) for magpping het names onto thei netvork addesses, NNTP, the
protocol for moving USENET news articles around, andHTTP, the potocol for fetching page
on the Waold Wide Web, and many lodrs.

Comparisonof the OSI and TCP/IP Reference Models:

The OSI and T@Y/IP reference moda have much in common. Bothreabaed on the
concept 6 a stack d independent qpptocok. Also, thefunctionality d the layes is roughly
similar. For example, in both modethe layes up through and including thednsport layer are
there to povide an endo-end, netvork-independentrarnsport service to pocesses wishing to
communicate. Thee layes form the tarsport provider. Again in both mods| the layes above
trarsport are applicatiororiented sers of the tamsport service. Despite these fundamental
similarities, the twvo mode$ also have many @lierences Three concetare cental to theOSI
model:

1. Services.

2. Interfaces.

3. Protocok.

Probably the biggg contibution d the OSI model 5 to make the dlinction betveen thee three
conceps explicit. Each laye peforms some services for the laye above it. Theservice
definition tells what the laye does, not hav entities above it accssit or how the laye works. It
defines the laye's semantic.

A laya's interface tel the pocesses above it hav to accssit. It specfies what the peametes

are andwhatresults to expectlt, too,says nothing about he the laye works inside.
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Finally, the peeprotocok used in a layeare the layes own business It can se any potocok it
wans to, & long & it gets the job ane (i.e., povides the dfered services). It can aso change
them atwill without dfectingsoftware in highe layers.

The TCP/IP model did not aginally clealy distinguish betveenservice, inteface, and mtocol,
although people haveied toretrofit it after thefact to make it me OSlike. For example, the
only real services offered by the nternet laye ae SEND IP PACKET and RECE/E IP
PACKET.

As a corsequence, therptocok in the OSI model ae bette hidden than in the TRIP model
and can beeplacedrelatively eaily as the technology changeBeing able to makeuch
changs is one ¢ the main ptposes of having layeed potocok in thefirst place. TheOSI
reference modelvas devsed bdore the coresponding potocok were invented. Tl ordering
mears that the modelvas not bissed tavard one pdicular set d protocok, afact that made it
quite geneal. The devnside d this ordering is that the dsigners did not have much exgence
with thesubject and did not have a good idéambich functionality to put inwhich laye.

Anothe difference § in the aea d connectionlss versus connectiororiented communication.
The OSI model suppats both connectionks and connectiofriented communication in the
nework layer, but only connectiofriented communication in thearsport laye, where it
counst (becasge the tamsport service is visible to the sers). The T@Y/IP model ha only one
mode in the ne&tork layer (connectionles)butsuppats both modsin the tansport layer, giving

the wsers a choice. Tha choice § especially impatantfor simple request-resporse potocok.
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UNIT- 2

Physical Layer and Overview of PL Switching

2.1MULTIPLEXING
Multiplexing is the set d techniqus that allavs the simultaneows trarsmisson of multiple

signals aaossasingle data link.

Multiplexing

Frequency-division Wavelength-division Time-division
multiplexing multiplexing multiplexing
Analog Analog Digital

Figure Categaies of multiplexing

2.1.1Frequency-Divison Multiplexing

Frequencydivision multiplexing(FDM) is an analog technique that can be appliben
the banavidth o a link (in hetz) is greate than the combined bawitiths of the signals to be
trarsmitted In FOM, signals geneated by eaclsending device modulate fberent carier
frequencis. These modulatedignals are then combined into @angle compaite signal that can
be tarsported by the link. Caier frequencie are sepaated by sufficient bandvidth to
accommodate the modulatednal. These bandavidth ranges are the channslthroughwhich the
various signals travel. Channealcan besepaated bystrips of unwsed banaidth-guad bang-to
preventsignals from ovelapping. In addition, ceier frequencie must not intefere with the
original datafrequencis.
Figure 1 gves a conceptual vig of FDM. In this illustration, the tansmisson path s divided

into three pats, eachrepresenting a bannel that caies one tarsmisgon.

'Y Channel J
u Chanllel2
>

Input
lines

ODuatpuat
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We corsider FDM to be an analog multiplexing techniquewewe, this does not mea that
FDM cannot be sed to combinesources sending digitalsignals. A digital signal can be
conveted to an analoggnal bdore FDM is used to multiplex them.
Multiplexing Process

Figure 2 b a conceptual illstration d the multiplexing pocess Eachsource geneates a
signal d a similar frequencyrange.Inside the multiplexg these similar signals modulates
different carier frequencis (/1,12, and h). The resulting modulatedsignals are then combined
into asingle compaite signal that § sent out ove a media link that fmenough bandidth to
accommodate it.

= S
f:-..__ J‘T\.-Ig‘duf!atgr l L ‘ .‘
JR/4vAavay; RIATATRY
Carrier! 1 i
@ Modulator " lil X, HIRAT
A R ()RR
Carrier /> b ] ’
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Modulator [ -
Raseband Y 'l' 'E!' ‘! * Ui
analog signals Carrier f3 . ‘

Figure 2FDM process
Demultiplexing Process
The demultiplexeuses a series of filters to decompse the multiplexedignal into its corstituent
componensignals. The individualsignals are then pasd to a demodulatdhat sepaates them
from ther cariers and pases them to the output liree Figure 3 s a conceptual illstration d
demultiplexing process

Demodulator
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SRPARRAR

Carrier f5

Demodulator

Filter §

Baseband

arner jx analog signals

Figure 3FDM de-multiplexingexample




2.1.2Wavelength-Division Multiplexing

Wavelengthdivison multiplexing (WDM) is designed to @e the highdatarate capability
fiber-optic cable. The opticdiber datarate b highe than the dataate d metallic tarsmisson
cable.Using afiber-optic cablefor onesingle linewastes the available bamwddth. Multiplexing
allows us to combineseveaal linesinto one.

WDM is conceptually thesame & FDM, except that the multiplexing and demultiplexing
involve opticalsignals trarsmitted through fiber-optic channed The idea s the same: We ee
combining diferent signals of different frequencis. The diference $ that thefrequencis are
very high.

Figure 4 gives a conceptual vig of a WDM multiplexe and demultiplexe Very narow bands
of light from different sources are combined to make wider band @ light. At thereceive, the

signals are sepaated by the demultiplexe

Ay ’(\L ﬂ A
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Ay

Figure 4wavelength-divisiomultiplexing
Although WDM technology $ very complex, the bsic idea & very simple. Wewant to combine
multiple light sources into one single light at the multiplexe and do therevase at the
demultiplexer. The combining andplitting of light sources are eaily handled by a psm. Recall
from baic physics that a pism bend a beam blight based on the anglefancidence ad the
frequencyUsing this technique, a multiplexecan be made to combirseveal input bears of
light, each containing a maw band & frequencis, into one output beamf @ wider band @
frequencie. A demultiplexe can ato be made taevease the pocess Figure 5 shows the

concept.

Ay +hg+ Ay

Fiber-optic cable /

Demultiplexer

[‘vIu]riplexr'

Figure 5Prismsin wavelength-divisiomultiplexingand demultiplexing
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2.1.3Synchronous Time-Division Multiplexing

Time-division multiplexing(TDM) is a digital pocessthat allavs sevaal connection to share
the high bandidth of a linle Instead ¢ shaing a pation of the bandidth & in FDM, time s
shared. Eab connection occupgea pation of time in the link.Figure 6 gives a conceptual vie
of TDM. Note that thesame link 5 used & in FDM; heae, haveve, the link s shown sectioned

by timerather than byfrequency.In thefigure, pations of signals 1,2,3, and 4 occupy the link

sequentially.
[ Data flow I
2 ’
— Pl =
Ul4(3|z2]|1 N
3| X Ul 3
E } ;':-;L _.:E[
4 4
a 2

Figure 6TDM

Note that inFigure 6we ae concenedwith only multiplexing, noswitching. Ths mears that all
the data in a nsagefrom source 1 alvays go to onespecfic destination, be it 1, 2, 3,r04. The
delivery is fixed and unveying, unlike switching. We ao need toremembe thatTDM is, in
principle, a digital multiplexing techniqu@igital datafrom differentsources are combined into
one timshaed link. Howeve, this does not mean that theources cannot poduce analog data;
analog data can lsampled, changed to digital data, and then multigdelxy sing TDM.
We can divide DM into two differentscheme: synchronows andstatistical.

In synchronows TDM, each input connection $ian allotment in the output evehiti is
not sending data.
Time Slot and Frames
In synchronows TDM, the datalow of each input connectiors divided into unis, where each
input occuypies one input timeslot. A unit can be 1 bit, one clrete, or one block 6 data. Each
input unit becom&one output unit@d occupis one output timeslot. Howeve, the duation d
an output timeslot is n times shorter than the dration d an input timeslot. If an input timeslot

is T s, theoutput timeslot is Tin s, where n is the numbe of connectios. In othe words, a unit
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in the output connection ba shorter duration; it ravek faster. Figure 7 shows an example

synchronows TDM wheren is 3.

T T T 7

i: L -y 1
A3 A2 Al 113
CI, B3 AT||C2 /B2 IAZ][C1,B1Al

B3 B2 Bl Frame 3 Frame 2 Frame |
MUX

Each frame 1s 3 time slots.
Each time slot duration 15 Tf3 s.

Cc3 Cl
I BRI
Data are taken from each

line every T s.

Figure7 Synchronousime-divisionmultiplexing
In synchronows TDM, around d data unis from each input connectios ¢ollected into drame
(we will see thereason for this shortly). If we haven connectios, aframe s divided inton time
slots and onedot is allocatedfor each unit, ondéor each input linelf the duation d the input
unit is T, the duation d eachdlot is Tin and the dration d eachframe & T (unless a frame
caries some otheinformation, & we will seeshortly).
The datarate d the output link met be n times the datarate d a connection to guantee the
flow of data.In Figure 7, the dataate d the link i 3 times the datarate d a connection;
likewise, the duation d a unit on a connectios B times that d the timeslot (duration d a unit
on the link. In thefigure we represent the datanor to multiplexing & 3 times the size d the
data &ter multiplexing. Thg is just to convey the idea that each usiBitimes longe in duration
before multiplexing than féer. Time slots are gouped intoframes. A frame cosists of one
complete gcle d time slots, with onedlot dedicated to eacdending deviceln asystemwith n
input lines, eachframe ha n slots, with eachslot allocated to caying datafrom aspecfic input
line.
Interleaving
TDM can be \sualized & two fast-rotatingswitches, one on the multiplexingde and the otlre
on the demultiplexingide. Theswitches are synchronized andotate at thesamespeed, but in

oppasite directiors. On the multiplexingside, & the switch opers in front d a connectin, that
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connection hathe oppotunity to send a unit onto the path. Byrocessis calledinterleaving.
On the demultiplexingide, & the switch opers in front d a connection, that connectionstithe
oppatunity toreceive a unifrom the path.

Figure 8shows the inteleaving pocessfor the connectioshown in Figure 7.

In this figure, we aume that neswitching is involved and that the dateom thefirst connection

at the multplexer site go to thedirst connection at the demultiplexxe

Fo == aoe o« Synchronization f --------- n

Frame 3 Frame 2 Frame 1
C3EEA3 C2:B21AZ) |C1 Bl!Al
RO O EC)| | B

Figure 8 Interleaving
Empty Slots
Data RateManagement
o0 Multilevel Multiplexing
0 Multiple-Slot Allocation
0 Pulse Stuffing
Frame Synchonizing

Digital SignalSevice

2.1.4Statistical Time-Division Multiplexing

Addressng

Figure a ato shows a majo difference bateenslots in synchronows TDM andstatistical TDM.
An outputdlot in synchronows TDM s totally occupied by data; igtatistical TDM, adot need
to cary data awell asthe addessof the detination.

In synchronows TDM, thee is no needfor addessng; synchronization and peassgned
relatiorships betveen the inpwtand outplg serve @& an addess We knav, for example, that
input 1 alvays goes to input 2.If the multiplexe and the demultiplexeare synchronized, ths is
guaanteed.In statistical multiplexing, thee is no fixed relatiorship betveen the inpw& and
outpus becasge thee ae no peasdgned o reserved slots. We need to include the addsof the
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receive inside eachslot to show where it is to be deliveed. The adassng in its simplest form
can ben bits to ddine N different output line with n =10g2N. For example for eight diferent

output lines, we need a -dit addess

Line A—— AT H
LineB —_B2 _H BI H
Line C

a. Synchronous TDM

Line A——{ Al }
LineB —{ - B2: H Bi }-’, e
Line C

EECIETIRAL

Line O
LineE

b. Statistical TDM

Figure aTDM slot comparison
SlotSize
Since adlot caries both data and an adds in statistical TDM, theratio d the datasize to
addess size mwst be reasonable to makeramnsmisgon eficient. For example, itwould be
inefficient tosend 1 bit pedlot as datawhen the adessis 3 bits. This would mean an ovbead
of 300 pecent.In statistical TDM, a block & data s usually many byte while the addessis just
afew bytes.
No Synchonization Bit
There is anothe difference beweensynchronows andstatistical TDM, but the time it is at the
frame level. Theframes in statistical TDM need not besynchronized, so we do not need
synchronization bis.
Bandwidth
In statistical TDM, the capacity othe link is normally lessthan thesum d the capacitie of each
channel. Te designess of statistical TDM define the capacityfathe link baed on thestatistics of
the loadfor each channelf on aveage onlyx percent d the inputslots are filled, the capacity b

the linkreflects this. Of couse, duing peak tims, someslots need towait.
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2.2 Switching

A nework is aset d connected devise Wheneve we have multiple devicewe have
the poblem d how to connect them to make ot@one communication @dble. One sdution
is to make a pointo-point connection beteen each paiof devices (a mesh topolay) or
betveen a cemél device and evg othe device(a star topology. These method, howveve, ae
impractical andwasteful when applied to vg large netvorks. The numbe and length bthe
links requre too much ifrastructure to be cet-efficient, and the majty of thase links would
be idle mat of the time.Other topologies employing multipoint connectiensuch & a kus are
ruled out becase the dstances betveen deviceand the total numbef devices incresse beyond
the capacitieof the media and equipment.

A bette solution is switching. A switched netvork corsists of a series of interlinked
nodes, calledswitches. Switches are devices capable bcreating tempaary connectios betveen
two o more device linked to theswitch. In a switched nework, some d these nods are
connected to the emystens (computes or telephons, for examplg. Othe's are wsed onlyfor
routing. Figure shows aswitched netvork.

A

The endsystens (communicating déces) are labeledA, B, C,D, andso on, and theswtches
are labeled, II, 1ll, IV, andV. Eachswitch is connected to multiple lirsk
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Taxonomy of switched networks

Circuit-switched
networks

Switched
netwaorks
Packet-switched
networks

Datagram
nelworks

Virtnal-circuit
networks

2.2.1CIRCUI T-SWITCHED NETWORKS
A circuit-switched netvork corsists of a set d switches connected by plsical links. A

Messaze-swiiched
networks

connection beteen wo statiors is a dedicated path madé ene o more links. Howeve, each

connection ses only one dedicated channel on each link. Each isnkormally divided inton

channet by ising FDM or TDM

Figure shows a tivial circuit-switched newvork with four switches andfour links. Each link
divided inb n (nis 3 in thefigure) channed by using FDM or TDM.
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Fig: Atrivial circuit-switchednetwak
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ThreePhases

The actual communication in a@iit-switched netork requres three phaes. connectiorsetup,
data tarsfer, and connection tedown.

Setup Phase:

Before the wo paties (or multiple paties in a coffierence call can communicate, a
dedicated cuit (combination 6 channed in links) need to be atablished. The endystens are
normally connected ttough dedicated lireeto theswitches, so connectiorsetup meas creating
dedicated channelbetveen theswitches. For example, inFigure, when system A need to
connect tasystem M, it sends a setuprequest that includs the addessof systemM, to switch I.
Switch | finds a channel beteen iself andswitch IV that can be dedicatddr this purpose.
Switch | thensends therequest to switch IV, which finds a dedicated channel beten iself and
switch I11. Switch Il informs systemM of systemA's intention at ths time.

In the nexistep to making a connection, an ackiedgmentfrom systemM need to besent in
the oppaite direction tosystem A. Only after system A receive this acknavledgment $ the
connection gtablished. Note that ed-to-end addessng is requred for creating a connection
betwveen the wo end systens. These can befor example, the addsses of the computes
assgned ly the admirstratar in a TDM netwvork, or telephone numbiein anFDM nework.

Data Transfer Phase:

After the establishment & the dedicated mtuit (channes), the wvo paties can tarsfer

data.

Teardown Phase:

When one 6 the paties need to disconnect, asignal is sent to eachswitch to release the
resources.

Efficiency:

It can be myued that ccuit-switched netvorks are not & efficient & the othe two types
of networks becage resources are allocated dung the entie duation d the connection. Tise
resources are unavailable to otmeconnectios. In a telephone nebrk, people namally
terminate he communicationvhen they havéinished thei convesation. Howeve, in compute
neworks, a computecan be conneatido anothe compute even f there is no activityfor a long

time. In this case, alloving resources to be dedicated meaithat othe connectios are depived.
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Delay

Although a aicuit-switched netvork normally has low efficiency, the delay in tBitype
of nework is minimal. During data tarsfer the data @ not delayed at eashitch; theresaurces
are allocatedor the duation d the connectionFigure 8.6shows the idea bdelay in a aicuit-
switched netvork when only wo switches are involved.As Figure shows, thee is no waiting
time at eactswitch. The total delaysidue to the time needed teeate the connectiomatsfer
data, and dconnect the ccuit.

Connect

Diata transfer

Total delay

Diconnect

Time Time Time Time

Fig: Delayin a circuit-switchednetwork
The delay cased by thesetup B the sum d four pats. the popagation time Pbthe source
compute request (slope d thefirst gray box, therequest signal transfer time (height d thefirst
gray box, the popagation time bthe acknwledgmentfrom the detination compute(slope d
the secondgray box, and thesignal rarsfer time d the acknwledgment(height d the second
gray boX. The delay due to dateatsfer is thesum o two pats: the popagation timgslope d
the coloed box¥ and dataransfer time (height d the coleed boy, which can be v long. The
third box shows the time needed to tedown the cicuit. We haveshown the cae in which the

receive requests disconnectionyhich creates the maximum delay.
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2.2.2DATAGRAM NETWORKS

In a datatam netvork, each packetsitreated independentlyf aall othes. Even f a
packet $ pat of a multipacket rarsmisson, the nework treas it as though it exsted alone.
Packes in this appoach aereferred to & datagans.
Datagam switching is namally done at the netork laye. We lriefly discuss datagam
neworks here s a compason with circuit-switched and vituakcircuit switched netvorks
Figure shows how the datagam appoach & used to delive four packes from station A to station
X. Theswitches in a datagam newvork are traditionally referred to & routes. That 5 why we

use a diferentsymbol for theswitches in thefigure.

Datagram network

A
43 H2 K
=
=

Fig: A datagramnetworkwith four switchegrouters)

In this example, allfour packes (or datagans) belong to thesame mesage, but mayravel
different patls to reach thei destination. Thi is so becage the links may be involved in caying
packes from othe sources and do not have the nesary bandvidth available to aay all the
packes from A to X. This appoach can cae the datagns of a ransmisgon to arive at thei
destination out ¢ order with different delag betveen the packst Packes may ato be It or
dropped becage d a lack d resources. In mast protocok, it is the resporsibility of an uppe
layer protocol toreader the datagans or ask for lost datagams before pasng them on to the
application.

The datagam neworks are sometimes referred to & connectionles netvorks. The tem
connectionles hae meas that theswitch (packetswitch) does not keep iformation about the
connectionstate. Thee ae nosetup o teadown phaes. Each packetsitreated thesame by a

switch regadlessof its source o destination.
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Routing Table

If there ae nosetup o teadown phaes, how are the packetrouted to thei destinatiors in a
datagam netvork? In this type d nework, eachswitch (or packetswitch) has a routing table
which is based on the dgination addess The routing table are dynamic and ra updated
periodically. The detination addesses and the coesponding forwarding output pds are
recaded in the table This is different from the table ba crcuit switched netvork in which
each enly is createdwhen thesetup phase is completed and deletedhen the teaown phae is

ove. Figure shows therouting tablefor aswitch.

Destination|  Output
address port
1232 [
4150 2
Q130 3
i —
g

21 3

Fig: Routingtablein a datagramnetwork

Destination Address
Evey packet in a datagm netvork caries a heade that contais, among othe

information, the dgiination addess of the packet. When thswitch receives the packet, tlsi
destination addess is examined; theouting table $ corsulted tofind the ceresponding pat
through which the packeshould beforwarded. Ths addess unlike the addess in a virtual

circuit-switched netvork, remairs thesame duing the entie jouney d the packet.

Efficiency

The dficiency of a datagam netvork is bette than that 6a crcuit-switched netvork; resaurces
are allocated onlyhen thee ae pa&ets to be tarsferred.If asource sends a packet and the is
a delay 6 a few minutes before anothe packet can beent, theresources can bereallocated

during these minutes for othe packes from othe sources.
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Delay

There may be eate delay in a datagm netvork than in a witual-circuit netvork. Although
there ae nosetup and teaown phaes, each packet may exjpence await at aswitch bdore it
is forwarded.In addition,since not all packstin a message necesarily travel through thesame
switches, the delays not unform for the packet of a message.

A B | &8s | B
Transmission [
time
Waiting [
. =
time ['—_'—‘————_...___ =
ik
=]
Wm{mg i
time
—— ]
Time Time Time Time

Fig: Delayin a datagam netwak
The packet ravek through tvo switches. Thee ae three tarsmisdon times (3T), three
propagation delag/(slopes 3t of the lines), and wo waiting times (Wl + w2)' We ignae the
processng time in eactswitch. The total delaysi
Total delay 3T + 3t + W + W2

2.2.3VIRTUAL-CIRCUIT NETWORKS:

A virtual-circuit netvork is a dossbetveen a aicuit-switched netvork and a datagm
nework. It has some chaacteistics of both.
1. As in a crcuit-switched netvork, there ae setup and teaown phaes in addition to the data
trarsfer phase.
2. Resources can be allocated ding the setup phae, & in a crcuit-switched netvork, or on
demand, gain a datagam newvork.
3. As in a datagam nework, data s packetized and each packetriegs an addess in the
heade. Howeva, the addessin the heade has local juisdiction (it defines what should be the
next switch and the channel anhich the packetsibeing canie not endto-end juisdiction.
Thereade may &k how the intemediateswitches know where tosend the packef ithee is no
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final destination addess caried by a packet. The awer will be clea whenwe discuss virtual

circuit identfiers in the nexsection.

4. As in a crcuit-switched netvork, all packes follow the same path sablished duing the
connection.

5. A virtuakcircuit netvork is nomally implemented in the data link layavhile a crcuit-
switched netvork is implemented in the plsical laye and a datagm netvork in the netvork
layer. But this may change in th&uture. Figure is an example foa virtual-circuit netvork. The
nework has switches that allav traffic from sources to destinatiors. A source a destination can

be a compute packetswitch, kridge, o any othe device that connesbthe neworks.

C l End system

A— A
End system / End system

A .. Switches A B

A A\

p § End system

Fig a: Virtual-circuit network
Addressing
In a virtuakcircuit netvork, two types of addessng ae involved: global and loc&Virtual-circuit
identifier).
Global Addressng: A source a a destination needto have a global adessan addessthat can
be uniquen the scope @ the netvork or internationally f the newvork is pat of an intenational
nework. Howeve, we will see that a global adessin virtual-circuit netvorks is used only to
create a vituakcircuit identfier, as discused next.
Virtual-Circuit Identifie: The identiier that s actually wed for data tansfer is called the
virtuakcircuit identfier (Vel). A vel, unlike a global addss is a small numbe that ha only
switch scope; it & used by aframe bateen wo switches. When aframe arives at aswitch, it
has aVCI; when it leavs, it has a diferentVCI. Figure 8.11shows how theVCl in a datadframe
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changs from oneswitch to anothe Note that a/Cl does not need to be arnge numbesince

eachswitch can e its own uniqueset d VCls.

I Miata 14] — j Data |77 —»

‘ A

Figure 1Virtual-circuit identifier

Three Phases

As in a crcuit-switched netvork, a source and dstination need to go tbugh three phaesin a
virtuakcircuit netvork: setup, datararsfer, and teedown. In the setup phae, thesource and
destination wse ther global addesses to helpswitches make table entes for the connectionln
the teadown phae, thesource and dstination irform the switches to delete the aoesponding
enty. Data tarsfer occus betveen hese two phaes. We first discuss the datararsfer phese,
which is more straighforward; we then talk about theetup and te@own phases.

Data Transfer Phase

To trarsfer a framefrom asource to it destination, allswitches need to have a table enfor
this virtual circuit. The table, in #simplest form, ha four columrs. This mears that theswitch
holds four pieces of informationfor each witual circuit that 5 alreadyset up. Weshow late how
the switches make thei table enties, butfor the momentve aume that eackwitch has a table
with enties for all active vitual crcuits. Figure 2 shows such aswitch and is carresponding
table.And ako shows a frame ariving at pat 1 with aVCI of 14. When thdrame arives, the
switch lodks in its table tofind pat 1 and aVCI of 14. When it $ found, theswitch knows to
change the/Cl to 22 andsend out he framefrom pat 3. Figure 3 shows how a framefrom
source A reachs destination B and hw its VCI changs dwring the tip. Eachswitch changsthe
VCI androutes theframe. The datadrsfer phase is active until thesource sends all its frames to
the detination. The pocedue at theswitch is thesamefor eachframe & a message. The pcess
creates a virtual circuit, not areal crcuit, betveen thesource and dstination.

SetupPhase
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In thesetup phae, aswitch aeates an enty for a virtual crcuit. For example suppcse source A

need to aeate a wiual crcuit to B. Two steps are requred: the setup request and the

acknavledgment.
Incoming Outgoing
Port | VCI| P&} | vl
1 14 JJ | 22
1 77 2 41
I

P S —

I Data I Data — I |_ I Data —
-J ) .

1

-
“

-— |Ty| ®©eqQ

Figure 2Switchandtablesin a virtual-circuit network

Incoming Outgoing Incoming Outgoing
Port VCl Port VCI Pori VCl Port VCI
I 14 3 (V) 2 22 3 77

1 iﬁ
— B

AT —

Incoming Outgoing
Port VCI Port VCI
| 6 2 22

Figure 3Source-to-destinatiodatatransferin a virtual-circuit network
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Setup Requst
A setuprequest frame s sentfrom thesource to the dgtination.

Figure 4shows the pocess

Incoming | Outgoing Incoming | Outgoing
Port Ivcl| Port IVCI Port IVCI| Port [VCI
L L] 3 | 2 122 3 |

Switch 2 A

[ncoming | Outgoing
Port INCI| Port INCI
1 166 2 |

Figure 4 Setuprequestin a virtual-circuit network
a.Source A sends asetupframe toswitch 1.
b. Switch 1 receives the setuprequest frame.It knows that aframe goingrom A to B goe out
through pot 3. How the switch ha obtained ths information 5 a point coveed in future
chaptes. Theswitch, in thesetup phae, acs as a packetwitch; it has arouting tablewhich is
different from theswitching table.For the moment, gssume that it knws the output pd. The
switch aeates an enty in its tablefor this virtual crcuit, but it s only able tdill three d thefour
columrs. The switch assgns the incoming pd (1) and choses an available incominy Cl (14)
and the outgoing pb(3). It does not yet knav the outgoing/Cl, which will be found duing
the acknavledgmentstep. Theswitch thenforwards theframe tliough pat 3 toswitch 2.
c. Switch 2 receives the setuprequest frame. Thesame evers happen hee & at switch 1; three
columrs of the table ee completed: in tlsi case, incoming pa (I), incomingVCI (66), and
outgoing pat (2).
d. Switch 3receives the setuprequest frame.Again, tiree colums are completed: incoming pb
(2), incomng VCI (22), and outgoing p (3).

46




e. Destination B receives the setupframe, andfiit is ready toreceiveframesfrom A, it assgns a
VCI to the incomingrames that comefrom A, in this case 77. Ths VCI lets the detination

know that theframes comefrom A, and not othesources.

Acknowledgment A specialframe, called the ackmbedgmentframe, completethe enties in
theswitching table. Figure 8.15shows the pocess

a. The ddtination sends an acknwledgment teswitch 3. The ackmewledgment caies the global
source and dgtination addesses so theswitch knows which enty in the tables to be completed.
The frame ado caries VCI 77, ch@en by the dgtination & the incomingVCl for frames from
A. Switch 3 wses this VCI to complete the outgoingCl columnfor this enty. Note that 773
the incomingV Cl for destination B, but the outgoingCl for switch 3.

b. Switch 3 sends an acknavledgment toswitch 2 that contaigits incomingVCl in the table,
chosen in the pevious step. Switch 2 wses this as the outgoing/Cl in the table.

c. Switch 2 sends an acknaledgment toswitch 1 that contaigits incomingVCl in the table,
chosen in the pevious step. Switch 1 wses this as the outgoing/Cl in the table.

d. Finally switch 1 sends an acknavledgment tosource A that contais its incomingVCl in the
table, cheen in the pevious step.

e. Thesource ses this as the outgoing/Cl for the datdrames to besent to detination B.

Incoming | Outgoing [ncoming | Outgoing
Port IVCI| Port IVCI Port IVCI| Port IVCI
3 2 1221 3y 177
Vel 14 | ] 3 166 1 : 3[ Vel= 77
A ——— 3 A
-A- -A-

2

© @ Swi1!chl )@)@ swichs Y

1 | 2

Switch 2| A

Incoming [ Outgoing

Port IVCI] Port IVCI

1 les| 2 122

Figure 5Setupacknowledgments a virtual-circuit network
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TeardownPhase

In this phase, source A, dter sendirg all frames to B, sends a specialframe called deadown
request. Destination B responds with a teadown corfirmation frame. All switches delete the
corresponding enty from ther tables.

Efficiency

As we said bdore, resource reservation in a vitual-circuit netvork can be made ding
thesetup @ can be on demand dng the datararsfer phase. In thefirst case, the delayor each
packet § thesame; in thesecond cee, each packet may encoundferent delag. Thee is one
big advantage in a #uakcircuit netvork even f resource allocations on demand. Theource
can checkhe availability d the resources, without actuallyreserving it. Corsider a family that
want to dine at aestaurant. Although therestaurant may not accepeservatiors (allocation @
the tabls is on demany the family can call andind out thewaiting time. Ths cansave the
family time and #ort.

Delay inVirtual-Circuit Networks

In a vrtuakcircuit netvork, thae is a onetime delayfor setup and a onéme delayfor
teadown. If resources are allocated dung thesetup phae, thee is no wait timefor individual
packes. Belov Figure shows the delayfor a packetraveling through o switches in a vitual
circuit netvork.

Transmission
1 fime

Total delay

Time Time Time Time

Fig: Delayin a virtual-circuit network
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The packetg traveling though o switches (routes). Thee ae three tarsmisson times (3T),
three popagation timse (3't), data tansfer depicted by theloping lines, a setup delay(which
includes tramssmisgon and popagation inwo directiors), and a teaown delay(which include
trarsmisgon and popagation in one déction). We ignage the pocessng time in eaclswitch.
The total delay timesi

Total delay =3T+ 3t + setup delay + tedown delay
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UNIT — 1l
3.1Framing:

To provide service to the natork layer, the data link layemust use theservice provided
to it by thephysical layea. What the phsical laye does is accept aaw bit stream and attempt to
deliver it to the detination. The bit stream s not guaanteed to bereor free. The numbeof bits
received may be $sthan, equal to,romore than the numbeof bits trarsmitted, and thg may
have diferent value. It is up to the data link layeo detect andf inecessary, carect arors. The
usual appoach & for the data link layeto break the bitstream up into direte frames and
compute the cheslim for eachframe. When d&rame arives at the ddtination, the checdkm is
recomputd. If the nevly computed checkim is differentfrom the one contained in tlfilame,
the data link laye knows that an eor has occured and take steps to dealwith it (e.g.,
discarding the badrame and pssbly also sending back anreor repat).

Breaking the bitstream up intoframes is mare dificult than it atfirst appeas. One way to
achieve ths framing b to insert time gap betveenframes, much like thespace betwveenwords
in ordinary text. Howeva, netvorks rarely make any guantee about timing,so it is possble
these gas might besqueezed outroothe gaps might be igerted duing trarsmisgon. Since it is
too risky to count on timing to nt& the start and end beachframe, othe method have been
devised. Wewill look at four method:

1. Chaacte count.

2. Flag bytes with bytestuffing.

3. Starting and endingdlags, with bit stuffing.

4. Physical laye coding violatiors.

The first framing method ses a field in the headeto specfy the numbe of chaactes in the
frame. When the data link layat the detination sees the chaacte count, it knevs how many
chaactes follow and hencevhere the end btheframe &. This techniques shown in Fig.3.1(a)

for four frames of sizes 5, 5, 8, and 8 chiactes, respectively.
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/- / Qrac:ar count \ One character

@[s]1]2]ala]s[e[7][s]s]eo]1]e]ala][s][e]a]7][8]9]0]1]2] 3]

Frame 1 Frame 2 Frame 3 Frame 4
5 characlers 5 characters B characlars 8 characters
Ermar

®[s[1]2]3[4]7[s]7]8][o[8]o[1]2[3[4]s]6]8]7[a]a]o]1]2]3]

Frame 1 Frame 2 Now a
(Wrong) character count

Fig.3.1A character stream. (a) Without errors. (b) With oneerror.
The touble with this algaithm is that the count can be dded by a tamsmisson eror. For
example, fi the chaacte count ¢ 5 in the secondframe & Fig. 3.1b) becoms a 7, the
destinationwill get out d synchronization andwill be unable to locate theart of the nextframe.
Even i the checkum is incarectso the detination knavs that theframe s bad, itstill has no
way d telling where the nextframe starts. Sending aframe back to thesource aking for a
retransmisson does not help eithg since the detination dos not knav how many chaactes to
skip over to get to thestart of the retrarsmisgon. For this reason, the cheacte count methods
rarely used anymee.
The secondframing method gstaround the poblem d resynchronization &ter an eror by
having eachframestart and endwith special byts. In the pat, the starting and ending byte
were different, but inrecent yees mast protocok have sed thesame byte, called Hag byte, a
both thestarting and ending delimite as shown in Fig. 3.2a) as FLAG. In this way, if the
receive eva loses synchronization, it can ja seach for the flag byte tofind the end bthe

currentframe. Wwo corsecutiveflag bytes indicate the endfmneframe andtart of the next one.
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FLAG| Header Payload fiald Trailer [FLAG

(a)

Original charactars After stuffing
: . — —

A ||FLAG|| B —_— | A ESC | [FLAG|| B
| { |

A |lescl| — | A ||lesc|lesc]|| e

‘ - - !
A ||lesc|lracl| B | —= | A ||ESc||esc]|]|Eesc EFLFLG" B

A ESC .EEG} B —-‘ A ‘ ESC | |ESC | |ESC | | ESC ’ B

(b)

Fig. 3.2(a) A frame delimited by flag bytes (b) Four examples of byte sequences
before and after byte stuffing.

A serious problem occus with this methodwhen binay data, such @& object pograns or
floatingpoint numbes, ae being tarsmitted. It may eaily happen that thélag byteés bit patten
occus in the data. Thi situation will usually intefere with the framing. One way to solve this
problem s to have thesende's data link laye insert a special escape bytdESC) just before each
"accidentdl flag byte in the data. The data link lay® thereceiving endemoves the escape
byte bdore the datara given to the natork laye. This technique s called bytestuffing or
chaacte stuffing. Thus, aframingflag byte can be dinguishedfrom one in the data by the
absence o presence 6 an ecape byte biere it.

Of couse, the next quetion is. What happesif an escape byte ocas in the middle dthe data?
The aswer is that it, too, $ stuffed with an ecape byte. The) anysingle escape byted pat of
an ecapesequencewhereas a doubled one indicadehat asingle escape occued natually in
the dataSome exampleae shown in Fig. 3.3b). In all caes, the bytesequence delived dter
destuffing is exactly thesame & the aiginal bytesequence.

The bytestuffing scheme depicted iRig. 3.3 s adight smplification d the one sed in thePPP
protocol that met home computes use to communicatwith ther Internetservice povider.
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A maja disadvantage fousing this framing methodd that it s closely tied to the se d 8-bit
chaactes. Not all chaacte codes use &bit chaacteas. For exampleUNICODE uses 16-bit
chaactes, As networks developed, the dhdvantage of embedding the chacte code length in
theframing mechasim became m@ and mee obviows, so a nev technique had to be developed
to allow arbitrary sized chaactes.

The nev technique alls data frames to contain an mbitrary numbe of bits and allavs
chaacte codes with an abitrary numbe of bits pe chaacte. It works like this. Eachframe
begirs and end with a special bit patten, 0111111(in fact, aflag bytg. Whenevethe sender's
data link laye encountes five corsecutive & in the data, it automaticallstuffs a 0 bit into the
outgoing bitstream. Ths bit stuffing is analogos to bytestuffing, in which an ecape bytes
stuffed into the outgoing chacte stream béore aflag byte in the data.

When thereceive sees five corsecutive incoming 1 bsf followed by a 0 bit, it automatically de
stuffs (i.e., deletes) the O bit.Just as byte stuffing is completely tarsparent to the netork layer

in both computes, so is bit stuffing. If the wser data contain th8ag patten, 01111110, thsiflag
is trarsmitted & 011111010 budtored in thereceive's memoy as 01111110.

() 0O11011111111111111110010

(b) 01101111101 11711011111010010

o 1 -
Stufted bits

c) 01101111111 1111111110010

Figure 3.3Bit stuffing. (a) The original data. (b) The data asthey appear on theline. (c)
The data asthey are stored in the receiver's memory after destuffing.

With bit stuffing, the bounds betveen wo frames can be unambigualy recognized by the
flag patten. Thus, if thereceive loses track d where it is, all it has to do s scan the inpufor
flag sequencs, since they can only occlat frame boundaes and nevewithin the data. The &
method & framing B only applicable to netorks in which the encoding on the pdigal medium
contairs some redundancyFor exanple, some LANs encode 1 bit bdata by sing 2 phical
bits. Normally, a 1 bit $ a highlow pairr and a 0 bits a lon-high par. Thescheme measthat
evay data bit ha a ransition in the middle, making it s for the receive to locate the bit
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boundaies. The combinatios high-high and lev-low are not sed for data but ee used for
delimiting frames in some potocok.

As afinal note orframing, many data linkrptocok use combination ba chaacte count
with one ¢ the othe method for extra safety. When drame arives, the counffield is used to
locate the endfathe frame.Only if the appopriate delimite is present at that pstion and the
checlsum is carect s theframe acceptedsavalid. Otherwise, the inpustream s scannedor the

next delimite.

3.2Error correction and detedion at the data link layer.

3.2.1Error -Correcting Codes:

Network designers have developedmd basic strategies for dealingwith errors. One way is to
include enoughiedundant iformation alongwith each block bdatasent, to enable theeceive
to deducewhat the tarsmitted data mst have been. The oth&vay is to include only enough
redundancy to alle thereceive to deduce that anrer occured, but nowhich aror, and have
it request a rerarsmisgon. Theformer strategy $es error-correcting code and the latte uses
error-detecting code The e d eror-correcting cods is often referred to @& forward eror
correction.

Each & these technique occupies a diferent ecological nicheOn channed that ae highly
reliable, such & fiber, it is cheape to use an eror detecting code and guretrarsmit the
occaional block found to befaulty. Howeve, on channal such @& wireless links that make
many erors, it is bette to add enoughedundancy to each blodkr the receive to be able to
figure outwhat the oiginal blockwas, rathe thanrelying on aretrarsmisgon, which itself may
be in eror.

To undestand hav errors can be handled, isinecasary to look clesely atwhat an eror really
is. Normally, aframe cosists of m data(i.e., message bits andr redundant, ocheck, bis. Let
the total length be i.e., n = m +). An n-bit unit containing data and checkdis oftenreferred
to as an nbit codevord.

Given any wo codewords, say, 1000001 and 10110001, i pcssble to detemine hav many
corresponding bis differ. In this case, 3 bis differ. To detemine hav many bis differ, just

exclusive OR the tvo codewords and count the numbef 1 bitsin theresult, for example:

54




The numbe of bit paositions in which wo codewords differ is called theHamming dstance.lts
significance s that f two codavords are aHamming dstance d apd, it will requre dsingle-bit
errors to convet one into the ottre

In mast data tarsmisgon applicatims, all 2m p@sble data mesages are legal, but due to the
way the teck bis are computed, ot all of the 2n pesble codavords are wsed. Given the
algaithm for computing the check litit is possble to corstruct a complete ¢ of the legal
codevords, andfrom this list find the o codevords whaose Hamming dstance $ minimum.
This distance $ the Hamming dstance d the complete code. Therer-detecting and reor
carrecting popaties of a code depehon its Hamming dstance. To detect drers, you need a
distance d + 1 code becgawith such a code thre is noway that dsingle-bit errors can change a
valid codevord into anothevalid codevord. When thaeceive sees an invalid codeord, it can
tell that a tarsmisgon eror has occured. Similarly, to carect d erors, you need a diance 2d +
1 code becae thatway the legal codeords are so far apat that evenwith d changs, the
original cadeword is still closer than any othecodevord, so it can be uniquely datmined.As a
simple example ban eror-detecting code, caitler a code irwhich asingle paity b appended
to the data. The pidy bit is chasen so that the numbreof 1 bits in the codword is even(or odd).
For examplewhen 1011010sisent in even péty, a bit is added to the end to make it 10100.
With odd paity 1011010 becons10110101.A codewith a single paity bit has a dstance 2,
since anysingle-bit error produces a codevord with the wrong paity. It can be sed to detect
single arors.

As a smple example b an eror-correcting code, caider a codewith only four valid
codevords; 0000000000, 0000011111, 1111100000, and 111111111

This code ha a dstance 5,which meas that it can coect double eors. If the codevord
0000000111 mives, the receive knows that the oginal muwst have been 0000011111,
howeve, a tiple eror change 0000000000 into 0000000111, thece will not be carected
propely.

Imagine thatve want to deign a codewith m message bis andr check bis thatwill allow all
single erorsto be corected. Eachfathe 2m legal mesages has n illegal codevords at a dstance
1 from it. These ae formed bysystematically inveting each 6the n bis in the nbit codevord
formedfrom it. Thus, each 6 the 2m legal mesages requires n + 1 bit pattens dedicatd to it.

Since the total numbyeof bit pattensis 2n,we must have(n + )2m< 2n.
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Using n = m +r, thisrequrement becons(m +r + 1) < 2r. Given m, ths puts a lower limit on
the numbeof check bis needed to avectsingle arors. This theaetical lover limit can, infact,
be achievedsing a method due tHamming(1950.

The bis of the codevord ae numbeed corsecutively, starting with bit 1 at the 1& end, bit 2 to
its immediateright, andso on. The b# that ae pavers of 2 (1, 2, 4, 8, 16, ettare check b#.
Therest (3, 5, 6, 7, 9, etr.are filled up with the m data b& Each check bitorces the paity of
some collection b bits, including iself, to be ever(or odd. A bit may be included iseveaal
paity computatios. To seewhich check b# the data bit in pation k contibutes to, rewrite k &
asum d powers of 2.For example, 11 =1+ 2+ 8 and 29 =1 + 4 + 8 +AMit is checked by
just those check bi occuring in its exparsion (e.g., bit 11$ checked by b#1, 2, and 8 When
a codevord arives, thereceive initializes a counte to zeo. It then examingeach check bit, k
(k=1, 2, 4,8.),tosee i it hasthe carect paity. If not, thereceive add k to the counte If the
counte is zeo dter all the check b# have been examingde., if theywere all careci), the
codevord is accepted @valid. If the counteis nonzeo, it contairs the numbe of the incarect
bit. For example, fi check bis 1, 2, and 8@ in aror, the inveted bit 5 11, becase it is the only
one checked by lHtl, 2, and 8Figure 4.1shows some 7#bit ASCIl chaactes encoded 111-bit
codevords using aHamming code. Rememb#hat the datara found in bit paitions 3, 5, 6, 7,
9, 10, and 11.

Chiar. ASCH Check bils
r.f

H 100 10:D0 OO 10071 Q000
a 1 100001 10T 110010017
m 1101701 11107070707
rm 1101101 11107070701
i 1101001 0110101 1001
n 1101110 01101010110
J 1100717 CIT1T170C0 1117
D7 D OO0 1001 1000000

c 1100011 111171000011
O 11017111 1070707117111
| 1100100 11111005100
' 1100101 : 001 1 1000101

Order of bit transmiss son

Fig.4.1.Use of a Hamming codeto correct bursterrors
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Hamming code can only corect single arors. Howeve, thee is a trick that can be sd to
pemit Hamming codse to carect lurs erors. A sequence bk corsecutive codewords is
arranged a a matix, one codevord pa row. Normally, the datawould be tarsmitted one
codevord at a timefrom left to right. To carect bust errors, the dateshould be tarsmitted one
column at a timestarting with the Idtmaost column. When all k bi#have beersent, thesecond
column B sent, andso on, & indicated inFig.4.1. When thdrame arives at thereceive, the
matix is recorstructed, one column at a timké.a bust error of length k occts, at mat 1 bit in
each 6 thek codevords will have bea affected, but thélamming code can cct one gor pe
codeword, so the entie block can beestored. Ths method ges kr check bis to make block of
km data bis immune to aingle bust error of length k @ less

3.2.2Error -Deteding Codes:

Error-correcting cods are widely used onwireless links, which ae notaiously noisy and eror
pronewhen compeed to coppewire a opticalfibers. Without eror-correcting cods, it would
be had to get anything tlough. Howeve, ova coppe wire a fiber, the eror rate 5 much
lower, so aror detection andetrarsmisson is usually mae dficient thee for dealingwith the
occaional aror. As asimple example, casider a channel onwhich arors are isolated and the
error rate 5 10-6 pe bit. Let the blok size be 1000 bg To provide eror carrectionfor 1000-bit
blocks, 10 check b& are needed; a megabit datawould requre 10,000 check kit To meely
detect a hick with a single 1-bit error, one paty bit per block will suffice. Once evey 1000
blocks, an exta block (1001 bis) will have to be tarsmitted. The total owdeadfor the eror
detection Hetrarsmisson method $ only 2001 bis pa megabit 6 data, vesus 10,000 bis for a
Hamming code.

If asingle parity bit is added to a block and the blodkhadly gabled by a long st error, the
probability that the eor will be detecteds only 0.5,which is hadly acceptable.

The odd can be impoved comsiderably if each block to beent s regaded & rectangulamatix
n bits wide and k bt high, & described above A paity bit is computedsepaately for each
column and #Hixed to the matx as the lat row. The matix is then tamsmitted onerow at a
time. When the block arives, thereceive checls all the paity bits. If any one 6them 5 wrong,
the receive requets a retrarsmisson of the block.Additional retrarsmisgons are requested &
needed until an emé& block sreceivedwithout any paty errors. This method can detectsingle

burst of length n,since only 1 bit pecolumnwill be changedA burst of length n + Iwill pass
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undetected, heeva, if thefirst bit is inverted, the lat bit is inverted, and all the othebits are
correct. (A burst error does not imply that all the b#& are wrong; it just implies that at led the
first and lat are wrong) If the blok is badly gabled by a long brst or by multiple shorter
bursts, the pobability that any bthe n columa will have the corect paity, by accident,s 0.5,
so the pobability d a bad block being acceptedhen itshould not bes 2-n. Although the above
cheme mg sometimes be adequate, inractice, anothe method $ in widespread $e: the
olynomial code, @& known as a CRC(Cyclic Redundancy Chegk

Polynomial cods are baed upon feating bitstrings as representatiors of polynomiabk with
codficients of 0 and 1 onlyA k-bit frame & regaded & the codicient list for a polynomial
with k terms, rangingfrom xk-1 to x0.Such a polynomiald said to be 6 degee k- 1. The
highader (leftmast) bit is the co&icient d xk-1; the next bits the co&icient d xk-2, andso
on. For example, 110001 k& bits and ths represent asix-term polynomialwith codficients 1,
1,0, 0,0, and 1: x5 + x4 + xO0.

Polynomial aithmetic s done moduw 2, acceding to therules of algebyaic field theay. Thee
are no caries for addition @ borrows for subtraction. Both addition anslbtraction ae identical
to exclsive OR. For example: Long di@on is caried out thesameway & it is in binay except
that thesubtraction s done modulo 2,saabove.A divisor is said "to go intd' a dividend fi the
dividend ha as many bis as the divisor. When the polynomial code methaslemployed, the
sende andreceive must agee upon a gemata polynomial, G(x), in advance. Both the high
and lov-order bits of the geneatar mug be 1. To compute the chescln for someframewith m
bits, caresponding to the polynomiaM(x), the frame must be longe than the geratar
polynomial. The ideasito append a chesdm to the end fothe frame insuch away that the
polynomialrepresented by the cheskmmedframe s divisible by G(x). When thereceive ges
the checkummedframe, it ties dividing it by G(x). If there is a remainde, thee ha been a
transmisgon aror.

The algaoithm for computing the cheslam is as follows:

1. Letr be the degee d G(x). Appendr zeo bits to the lav-order end d the frameso it now
contairs m +r bits and ceresponds to the polynomial xM(x).

2. Divide the bitstring caresponding toG(x) into the bitstring caresponding to x M(x), using
modulo 2 divsion.
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3. Subtract theremainde (which is always r or fewer bits) from the bitstring caresponding to x

M(x) using modulo 2subtractiors. Theresult is the checkummedframe to berairsmitted. Call

its polynomial Tx).

Figure illustrates the calculatiorfor aframe 1101011011sing the genmta G(X) = x4 + x+ 1.

Frame : 1101011011
Generator: 10011
Message after 4 zero bits are appended: 11010110110000

0001010

1
1001111010
1

Transmitted frame:

oo

10
11
1001 I
10 1
10
1

0
{}IEIDUD

DOoO1

o

0000

001

goo

01

00

0110000

11010110111110

Fig.5.1.Calculation of the polynomial code chedksum
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3.3Elementary Data Link Layer Protocols

3.3.1An Unrestricted Simplex Protocol:

As an initial examplewe will consider a potocol that $ as simple & it can be.Data ae
trarsmitted in one diection only. Both therarsmitting andreceiving nework layers are alvays
ready. Processng time can be igmed. Infinite bufer space $ available.And best of all, the
communication channel bet¢en the data link laye neve damage or loses frames. This
thoroughlyunrealistic protocol, which we will nickname"utopid' .

The potowl consists of two distinct procedues, asende and areceive. Thesende runs in the
data link laye of the source machine, and thesceive runs in the data link laye of the
destination machineNo sequence numlig or acknavledgemerg are wsed hee, so MAX_SEQ
is not needed. The only event typesgble is frame_arival (i.e., the aival of an undamaged
framg.

The sende is in an irfinite while loop jwst pumping data out onto the lins fast as it can. The
body d the loop coasts of three actios: go fetch a packefrom the(always obliging) netvork
layer, corstruct an outboundrame @ing the vaiable s, andsend theframe on i way. Only the
info field of theframe & used by ths protocol, becase the othefields have to dawith error and
flow contol and thee ae no erors or flow contol restrictions here. Thereceive is equally
simple. Initially, it waits for something to happen, the only gubility being the arival of an
undamagedrame. Eventually, th&ame arives and the pocedue wait_for_eventretuns, with
eventset toframe_arival (which is ignared anyvay). The call tofrom_phyical laye removes
the navly arrived framefrom the hadware bufer and pus it in the vaiabler, where thereceive
code can get at iEinally, the data pion is pased on to the natork layer, and the data link

layer settles back towait for the nextrame, &ectivelysuspending iself until theframe arives.

3.3.2A Simplex Stop-and-Wait Protocol:

The main poblemwe have to dealith hee is how to pevent thesende from flooding the
receive with datafaster than the latteis able to pocessthem.In esence, i thereceive requires
a timeAt to executdrom_phyical_laye plus to_network laye, thesende must trarsmit at an
avaagerate lessthan ondrame petime At. Moreovae, if we asume that no automatic fiering
and queuing i@ donewithin thereceive's hadware, thesende must neve trarsmit a nev frame

until the old one mabeenfetched byfrom_physical_laye, lest the nev one ovewrite the old
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one.In ceatain restricted crcumstances (e.g.,Synchronous trarsmisson and areceiving data link
layer fully dedicated to mcessng the one input ling it might be psgble for the sende to
simply insert a delay into mtocol 1 toslow it down sufficiently to keepfrom swamping the
receive. Howeve, mae wually, eat data link laye will have seveaal lines to attend to, and the
time intaval betveen aframe ariving and is being pocessed may vay corsiderably. If the
nework designers can calculate thevorst-case behavio of the receive, they can pgram the
sende to ramsmit so slowly that evenfi evay framesuffers the maximum delay, thewill be no
ovearuns. The touble with this appoach & that it i too corservative. It lead to a bandidth
utilization that s far belov the optimum, unles the bet andworst cases are almat the same
(i.e., the vaation in the data link layés reaction timeg small).

A more geneal solution to ths dilemma & to have theeceive provide feedback to the
sende. After having pased a packetotits netvork layer, thereceive sends a little dummyframe
back to thesende which, in dfect, gives thesende pamisson to ramsmit the nextframe.After
havingsent aframe, thesende is requred by the potocol to bide & time until the little dummy
(i.e., acknavledgementframe arives. Using feedbackrom thereceive to let thesende know
when it maysend moe data$ an example fotheflow contol mentioned edier.

Protocok in which thesende sends oneframe and themvaits for an acknwledgement

before poceeding ee calledstop-andwait.
3.3.3A Simplex Protocolfor a Noisy Channel:

Protocok in which thesende waits for a paitive acknavledgement b@re advancing to
the next data itemra dten calledPAR (Positive Acknowledgementwith Retrarsmisson) or

ARQ (Automatic RepeateQuest). Like protocol 2, ths one aso tramsmits data only in one
direction.
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UNIT —IV
4.1 Sliding Window Protocols:
In the peviouws protocol, dataframes were trarsmitted in one diection only.In maost practical
Situatiors, thee is a needfor tramsmitting data in both dectiors. One way d achieving
fullduplex dataransmisgon is to have wo sepaate communication chanseind e each one
for simplex data reffic (in different directiors). If this is done,we have Wwo sepaate phyical
circuits, each with a "forward" channel (for datg and a "revase" channel (for
acknavledgemens). In both caes the bandidth o the revase channel s almacst entirely
wasted. In dfect, the ger is payingfor two circuits but wsing only the capacityfoone.A bette
idea b to use thesame cicuit for data in both dectiors. After all, in protocok 2 and 3 itwas
already being sed to tarsmit frames bothways, and therevase channel rathe same caacity
as the forward channel.In this model the datdrames from A to B ae intemixed with the
acknavledgementframes from A to B. By looking at the kindield in the headeof an incoming
frame, theeceive can tellwhethe theframe & data o acknavledgement.

Although inteleaving data rad contol frames on thesame cicuit is an imgovement
ove having Wwo sepaate phgical circuits, yet anotheimprovement $ possble. When a data
frame arives, instead ¢ immediatelysending asepaate contol frame, thereceive restrains
itself and waits until the netvork laye passes it the next packet. The ackmtedgement g
attached to the outgoing dafteame (using the ackfield in the frame headg. In dfect, the
acknavledgement get afreeride on the next outgoing daftaame. The techniqud tempaarily
delaying aitgoing acknaledgemerd so that they can be hooked onto the next outgoirig da
frame & known as piggybacking. The fincipal advantage fousing piggybacking ovehaving
distinct acknavledgementframes is a bette use d the available channel bandith. The ack
field in theframe headecasts only afew bits, whereas a sepaate framewould need a heade
the acknwledgement, and a chexkm. In addition, fewer frames sent measn fewer "frame
arrival" interrupts, and pehaps fewer buffers in the receive, depending on hw the receive's
software is organized.In the next mptocol to be examined, the piggybaii&ld ccsts only 1 bit in
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the  frame heade It rarely Casts more than a few bits.
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(a) o) (<) (d)

Fig.8.A diding window of size 1, with a 3-bit sequencenumber (a) Initially (b) After
thefir st frame has been sent (c) After thefir st frame has been received (d) After the
fir stacknowledgement has been receivel.

Since frames currently within the sende's window may ultimately be lst or damaged inrarsit,
the sende must keep all thee frames in its memay for possble retrarsmisson. Thus, if the
maximumwindow size is n, thesende need n bufers to hold the unacknaedgedframes. If
the window eve grows to its maximumsize, thesending data link layemust forcibly shut df
the netvork layer until anothe buffer becoms free. Thereceiving data link layé window
coresponds to theframes it may acceptAny framefalling ouside thewindow is discarded
without comment. When &ame whose sequence numbieis equal to the laver edge 6 the
window is received, it $ passd to the netork layer, an acknwledgements geneated, ad the
window is rotated by oneUnlike thesende's window, thereceive's window always remairs at
its initial size. Note that avindow size d 1 meas that the data link layeonly accep framesin
order, butfor larger windows this is notso. The nework layer, in contast, is always fed data in
the pope order, regadlessof the data link layes window size. Figure 8shows an examplavith
a maximumwindow size d 1. Initially, no frame &e oustanding,so the laver and uppeedge

of thesende’s window are equal, but@time goe on, thesituation pogresss as shown.
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4.1.1A One-Bit Sliding Window Protocol:

Before tackling the gemal case, let s first examine asliding window protocol with a
maximumwindow size d 1. Such a potocol wes stop-andwait since thesende trarsmits a
frame andwaits for its acknavledgement bi@re sending the next ondsigure 9.1 depid such a
protocol. Like the othes, it starts out by déining some vaiables. Next frame_tosend tels
which frame thesende is trying to send. Similarly, frame_expected tallwhich frame the
receive is expectingln both caes, 0 and 1 ee the only pesbilities.

Unde normal circumstances, one é the o data link layes goes first and tarmsmits the first
frame. In othe words, only one & the data link laye progranms should contan the
to_physical_laye andstart_timer procedue calk outside the main loopln the event that both
data link layes start off simultaneosly, a peculia situation aises, as discused late. The
starting machinefetches thefirst packetfrom its nework layer, builds a framefrom it, andsends
it. When ths (or any) frame arives, thereceiving data link layechecls to see f it is a duplicate,
just as in protocol 3.If theframe & the one expected, i$ pased to the netork laye and the
receive's window is dlid up. The ackowledgemenfield contairs the numbe of the last frame
receivedwithout eror. If this numbe agees with thesequence numbef theframe thesende is
trying to send, thesende knows it is donewith theframestored in bdfer and carfetch the next
packetfrom its network laye. If the sequence numbelisagees, it must continue tying to send
the sameframe. Whenewvea frame & received, drame & also sent back.Now let us examine
protocol 4 tosee hav resilient it is to pathologicakcenaios. Assume that computeA is trying
to send is frame O to computeB and that BS trying to send i frame 0 toA. Suppcse thatA
sencs  frame to B, buiA's timeout inteval is a little tooshort. Corsequently,A may time out
repeatedlysending aseries of identicalframes, all with seq = 0 and ack = 1.

When thefirst valid frame arives at computeB, it will be accepted anftame_expected
will be set to 1.All the subsequentframes will be rejected becase B is now expectingframes
with sequeace numbe 1, not O.Furthermore, since all the duplicatehave ack = 1 and B still
waiting for an acknwledgement b0, Bwill not fetch a nev packetfrom its network layer. After
evay rejected duplicate comén, B sends A aframe containingeq = 0 and ack = 0. Eventually,
one d these arives carrectly atA, cawsing A to beginsending the next packetlo combnation
of lost frames or prematue timeous can casge the potocol to delive duplicate packstto eithe

nework layer, to skip a packet, oto deadlock.

64




Howeve, a peculia situation aises if both sides simultaneodly send an initial packet. Thi

synchronization dificulty is illustrated byFig.9.2. In pat (a), the nemal opeation d the

protocol s shown. In (b) the peculiaty is illustrated. If B waits for A's first frame before

sending one bits own, thesequenced as shown in (a), and evey frame s acceptedHoweva, if

A and Bsmultaneouly initiate communication, thefirst frames cross and the data link laye

then get intosituation (b). In (a) ead frame arival brings a nev packetfor the nework laye;

thee ae no duplicate In (b) half of the frames contain duplicate even though the ae no

trarsmisgon erors. Smilar situatiors can occu as a result of prematue timeous, evenwhen

oneside clealy starts first. In fact, f multiple pematue timeous occu, frame may besent

three o

A sends (0, 1, AD) H""‘“H-.,_
A gets (0, 0, BO)* —

Asends (1,0, A1)

B gets (0, 1, AO)
B sends (0, 0, BO)

Egmst!f I:I.AH‘
sends (1, 1, B1
Agets (1, 1.B1) = :I

PR L s e B 1
B sends {0, 0, B2)
ADETHD.G.BE]I""""'!H sends |

i A e O B gels (1, 0, A3)"
B sends (1, 1, B3)

(a)

more

A sends (0, 1, AD) B sends {0, 1, BO)
B gets (0, 1, AD)®
B sends {0, 0, BO)

A gets (0, 1, BOy

A sends (0, 0, AG)
B gats (0, 0, AD)
B sands (1, 0, B1)

A gets (0, 0, BO)

A sends (1, 0, A1)
B gets (1.0, A1)
B sends (1, 1, B1)

Agets (1,0, B1)

e ML D
B sends (0,1, B2)

(b}

times.

Fig.9.2Two scenariosfor protocol 4 (a) Normal case (b) Abnormal case. The notation is

(seq, ack, packet number). An asterisk indicates where a network layer accepts a packet.

4.1.2Seledive reped:
A ProtocolUsing Go Badk N:

Until now we have made the tacisamption that therirsmisson timerequred for aframe to

arrive at thereceive plus the tarsmisgon time for the acknwledgement to come back i

negligible. Sometimes this assumption & clealy false. In these situations the longround-trip

time can have imptant implicatiors for the dficiency d the bandidth utilization. As an

example, cosider a 50kbps satellite channelith a 500msec roundtrip propagation delay. Let
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us imagine tying to wse potocol 4 tosend 1006bit frames via thesatellite. At t = 0 thesende
starts sending thefirst frame.At t = 20 nsec theframe ha been completelgent. Not until t =
270 meec ha the frame fully arrived at thereceive, and not until t = 520 eec ha& the
acknavledgement aived back at theende, unde the bet of circumstance (no waiting in the
receiveé and ashort acknavledgementirame. This mears that thesende was blocked duing
500/520 0 96 pecent d the time.In other words, only 4 pecent d the available bavddth was
used. Clealy, the combination ba long tarsit time, high bandidth, andshort frame legth is
disastrous in terms of efficiency. The poblem decribed above can be wieed & a corsequence
of therule requring asende to wait for an acknwledgement bi@re sending anotheframe.If
we relax thatrestriction, much betteefficiency can be achieved. 8eally, the solution lies in
allowing the sende to trarsmit up tow frames bdore blocking, istead ¢ just 1. With an
appopriate choice bw the sende will be able to continuagly trarsmit frames for a time equal
to theroundtrip trarsit time without filling up thewindow. In the example above; should be at
least 26. Thesende begirs sendingframe 0 a before. By the time it hafinished sending 26
frames, at t = 520, the ackmdedgementfor frame Owill have just arived. Theedter,
acknavledgemens arrive evey 20 nsec, so the sende always gets pamisson to continue jg
when it need it. At all times, 25 o 26 unacknwledgedframes are oustanding.Put in othe
terms, thesende's maximumwindow size is 26.

The needor a lage window on thesendingside occus wheneve the goduct d bandvidth x
roundtrip-delay s large. If the bandidth is high, evenfor a modeate delay, thesende will
exhaust its window quickly unless it has a lage window. If the delay s high (e.g., on a
gecstationay satellite channg| the sende will exhauwst its window even for a modeate
bandvidth. The poduct d these wo factas basically tells what the capacityfothe pipe $, and
the sende need the ability tofill it without stopping in ader to opeate at peakféiciency. Ths
technique s known as pipelining.If the channel capacitg b bits/sec, theframesize | bits, and
the roundtrip propagation time Rsec, the timerequred to tarsmit a single frame & I/b sec.
After the last bit of a dataframe ha beensent, thee is a delay 6 R/2 bdore that bit aives at the
receive and anothedelay d at leat R/2 for the acknwledgement to come backor a total
delay d R. In stop-andwait the line § busy for I/band idlefor R, giving

If | < bR, the #iciencywill be lessthan 50 pecent.Since thee is always a nonzeo delayfor the
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acknavledgement to popagate back, pipelining can, innziple, be sed to keep the line sy
during this interval, but f the inteval is small, the additional complexity notworth the touble.
Pipelining frames over an umeliable communication channedises some serious isaues. First,
what happesif aframe in the middle foa longstream § damaged olost? Lage numbes of
succeedingrames will arrive at thereceive beore thesende evenfinds out that anythingsi
wrong. When a damagdithme arives at thereceive, it obviowsly should be dicarded, butwhat
should thereceive dowith all the carectframes following it? Rememlbrethat thereceivirg data
link layer is obligated to hand pacletb the netvork layer in sequenceln Two basic appoaches
are availablgor dealingwith errors in the pesence @ pipelining.One way, called go bdcn, is
for the receive simply to discard all subsequentframes, sending no ackneledgemert for the
discarded frames. This strategy coresponds to areceivewindow of size 1.In othe words the
data link layer refuses to accept anframe except the next one it shgive to the netork layer.
If the sende's window fills up bdore the time runs out, the pipelinewill begin to empty.
Eventually, thesende will time out andretrarsmit all unacknavledgedframes in order, starting
with the damagedrdost one. Ths appoach carwaste a lot & bandvidth if the eror rate s high.

In Fig.10.1 (a) we see go back rior the cae in which thereceive's window is large.
Frames O and 1 ee carectlyreceived and ackndedged.Frame 2, hweve, is damaged olost.
The sende, unavare d this problem, continug to send frames until the time for frame 2
expires. Then it backup toframe 2 andtarts all ove with it, sending 2, 3, 4, etc. all ovagain.
The othe geneal strategyfor handling erors when frames are pipelined $ called selective
repeat. When itsiused, a badrame thats received $ discarded, but goodrames received &er
it are bufered. When thesende times out, only the oldg unacknaevledged frame &
retrarsmitted. If thatframe arives carrectly, thereceive can delive to the nawork laye, in
sequence, all thérames it has buffered. Selective repeat $ often combinedwith having the
receive send a negative ackmdedgemen{NAK) when it detectan eror, for examplewhen it
receives a checkum eror or aframe out 6sequenceNAKs stimulateretransmisson bdore the
corresponding time expres and thg improve peformance.ln Fig.10.1(b), frames 0 and 1 ee
again corectly received and ackmdedged andrame 2 § lost. Whenframe 3 aives at the
receive, the data link layethere notices that s has missed aframe,so it sends back aNAK for 2
but bufers 3. Whenframes 4 and 5 aive, they, too, ge bufered by the data link layenstead @
being pa<xd to the netork laye. Eventually, theNAK 2 get back to thesende, which
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immediatelyresends frame 2. When thatraves, the data link layenow has 2, 3, 4, and 5 and
can pasall of them to the netork layer in the caorect ade. It can ato acknavledge allframes
up to and including 5,sshown in thefigure. If the NAK should get Iat, eventually thesende
will time out for frame 2 andsend it(and only i} of its own accad, but that may be quite a
while late. In fect, theNAK speed up theretrarsmisgon of onespecfic frame.
Selectiverepeat caesponds to areceive window larger than 1.Any framewithin the window
may be accepted andfbered until all the peceding onghave been Eaed to the netork layer.
This appoach canmequre lage amourd of data link laye memay if thewindow is large. Thae
two altenative appoache are radeoffs bewveen bandidth and data link layebuffer space.
Depending onwhich resource i scacer, one @ the othe can be sed. Figure 10.2shows a
pipelining potocol inwhich thereceiving data link layeonly acce frames in order; frames
following an eror are discarded. In this protocol, for the first time we have dopped the
assumption that the natork laye always has an irfinite supply d packes to send. When the
nework layer has a packet itvans to send, it can case a netvork_laye_ready event to happen.
Howeva, to erforce theflow contol rule & no mae thanMAX _SEQ unacknavledgedframes
outstanding at any time, the datadi laye must be able to keep the metrk laye from
botheing it with more work. The lilrary procedues enable netvork laye and
disable_nework_laye do thsjob.

A Protocol Using Seledive Repea

This protocolworks well if errors are rare, but f the line s poa, it wastes a lot d bandvidth on
retrarsmitted frames. An altenativestrategyfor handling erorsis to allow thereceive to accept
and bdfer the frames following a damagedrdost one.Such a potocol dos not dscard frames
merely becage an edier framewas damaged plost. In this protocol, bothsende andreceive
maintain avindow of acceptablsequence numbe Thesende's window size starts out at 0 and
grows to same peddined maximumMAX _SEQ. Thereceive's window, in contast, is always
fixed in size and equal t&MAX_SEQ. The receive has a bufer reserved for eachsequence
numbe within its fixed window. Associatedwith each bifer is a bit(arrived) telling whether the
buffer is full or empty. Whenewea frame arives, its sequence numbeis checked by the
function betveen tosee f it falls within thewindow. If so and f it has not ateady beemeceived,

it isaccepted anstored. Ths action s takenwithoutregad towhethe or not it contairs the next
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packet expected by the matrk layer. Of couse, it mwst be keptwithin the data link layeand
not paxd to the netork layer until all the laver-numbeed frames have aleady been delived

to the nework layer in the corect ader.

4.2HDL C—High-Level Data Link Control:

These ae a goup d closely related potocok that ae a bit old but e still heavily used. They
are all deived from the data link mtocol first used in thelBM mairframe world: SDLC
(Synchronous Data Link Contol) protocol. After developingSDLC, IBM submitted it toANSI
and ISO for acceptancesaU.S. and intenational standads, respectively. ANSI modified it to
becomeADCCP (AdvancedData mmunication Combl Procedue), andISO modified it to
becomeHDLC (High-level Data Link Contol). CATT then adopted and mdaid HDLC for its
LAP (Link AccessProcedue) as pat of the X.25 network interfacestandad but late modiied it
again to IAPB, to make it mee compatiblevith a late version of HDLC. The nice thing about
standads is that you haveso many to chose from. Furthermore, if you do not like anyfothem,
you can jut wait for next yea's model. Thee protocok are baed on thesame pinciples. All are
bit oriented, and all se bit stuffing for data tanmsparency. They dier only in mina, but
nevethelessirritating, ways. The dscusson of bit-oriented potocok thatfollows is intended a
a geneal introduction.For the specfic detaik of any one potocol, pleae corsult the appopriate
definition.

All the bitoriented potocok use theframestructue shown in Fig.11.1. TheAddress field is
primarily of importance on line with multiple teminals, where it is used to identiy one ¢ the
terminals. For pointto-point lines, it is sometimes used to dstinguish command from resporses.

Bits ] 8 ] 20 16 8

01111110 | Address | Controd |Dala | Checksum | 01111110

Fig.11.1.Frameformat for bit-oriented protocols
The Contol field is used for sequence numbg acknavledgemerd, and othe puposes, as
discused belav.
The Datafield may contain any fiormation.It may be &itrarily long, although theféiciency d
the checkum falls off with increasing frame length due to thereate probability d multiple
burst errors.
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The Checkum field is a cyclic redundancy code. Thigame & delimited with anothe flag
sequencd01111110. On idle pointto-point lines, flag sequences are trarsmitted continuody.
The minimumframe contaisthreefields and totas 32 bits, excluding thelags on eithe end.
There ae three kind of frames: Information,Supevisory, andUnnumbeed.

The conterg of the Contol field for these three kind are shown in Fig.11.2. The
protocol wes a diding window, with a 3bit sequence numbeUp to seven unackneledged
frames may be outtanding at any istant. TheSeqfield in Fig.11.2 (a) is the framesequence
numbe. TheNextfield is a piggybaked acknavledgementHoweve, all the potocok achere to
the convention that gtead & piggybacking the numbef the lest framereceived caectly, they
use the numbeof thefirst frame not yeteceived(i.e., the nexframe expected The choice b
using the lat framereceived o the nextframe expectedsiarbitrary; it does not matte which
convention $ used, povided that it$ used comsistently.

Bis 1 3 1 a
(a)| O Seq P/F Mext
by 1 0 | Type PiF Mexi
{c) 1 1 | Tyipe PiF Madifier |

Fig.11.2Control field of (a) an information frame, (b) a supervisory frame, (c) an
unnumbered frame

The P/F bit stands for Poll/Final. It is used when a computeg(or concentata) is polling a goup
of terminals. When sed & P, the computeis inviting the teminal tosend dataAll the frames
sent by the taminal, except théinal one, have th&/F bit set toP. Thefinal one s set o F. In
some d the potocok, thePP/F bit is used toforce the othemachine tesend aSupevisory frame
immediately rathe than waiting for revese taffic onto which to piggyback thewindow
information. The bit &b ha some mine uses in connectiorwith theUnnumbeed frames.

The vaious kinds of Supeavisory frames are ditinguished by the Typdield. Type 0 $ an
acknavledgementframe (officially called RECEVE READY) used to indicate the neXtame
expected. Thiframe & usedwhen thee is norevease taffic to use for piggybacking.
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Type 1 is a negative acknvadedgementrame(officially called REECT). It is used to indicate
that a tarsmisdon aror has been detected. Theext field indicates the first frame insequence
notreceived caectly (i.e., theframe to beetrarsmitted). Thesende is requred toretrarsmit all

outstandingframes starting at Next. The strategy & similar to ou protocol 5rathe than ou

protocol 6.

Type 2 is RECHVE NOT READY. It acknavledges all frames up to but not includindNext,

just as RECHVE READY doss, but it telk thesende to stop sending. RECE/E NOT READY

is intended tasignal cetain tempoary problens with thereceive, such & ashortage ¢ buffers,

and not a an altenative to thesliding window flow contol. When the condition Isabeen
repared, thereceive sends a RECEVE READY, REJECT, a cetain contol frames.

Type 3 isthe SELECTIVE REIJECT. It calls for retrarsmisgon of only theframespecfied. In

this serse it is like our protocol 6rathe than 5 ands theefore mast useful when thesende's

window size is half the sequencespacesize, a less Thus, if areceive wishes to bufer out- of-

sequencerames for potentialfuture wse, it canforce theretrarsmisgon o any specfic frame
using Selective RejectHDLC and ADCCP allow this frame type, buSDLC and LAPB do not
allow it (i.e., thee is no Selective Rejegt and type 3rames are undéined.

The thrd classof frame & the Unnumbeed frame.It is sometimes used for contol purposes but

can ato cary datawhen umeliable connectionksservice is calledfor. The vaious bit-oriented
protocok differ corsiderably hee, in contast with the othe two kinds, where they ae nealy

identical.Five bits are available to indicate tHeame type, but not all 32 psbilities are wsed.

4.3PPP-The Point-to-Point Protocol:

TheInternet need a pointto-point protocolfor a vaiety of purposes, includingrouter-to-
route traffic and home ser-to-1ISP traffic. This protocol s PPP(Point-to-Point Protocol), which
is ddfined in RFC 1661 andurthe elaboated on insevaal othe RFCs (e.g., FFCs 1662 and
1663. PPP handle error detection,suppats multiple potocok, allows IP addesses to be
negotiated at connection time rpets authentication, and Banany othefeatues.

PPPprovides threefeatues:
1. A framing method that unambigusly delineats the end boneframe and thetart of the next
one. Theframeformat ako handle error detection.
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2. A link control protocol for bringing lines up, testing them, negotiating optienand binging
them davn again gacdully when they ee no longe needed. Thi protocol & called LQP (Link
Contol Protoco). It suppats synchronows and &ynchronous circuits and byteoriented and bit
oriented encoding

3. A way to negotiate nebrk-layer optiors in away that § independent fothe netvork layer
protocol to be sed. The method clsen is to have a dierent NCP (Network Contol Protocol)
for each netork layer suppated.

To see hav these piecs fit togethe, let s corsider the typicalscenaio of a home ser
calling up aninternet service povider to make a hom®C a tempaary Internet hat. The PC
first calls the povider's router via a modemAfter therouta's modem ha arswered the phone
and atablished a phsical connectio, the PC sends the route a series of LCP packes in the
payloadfield of one @ mae PPPframes. These packet and thei resporses select thePPP
paametes to be sed.

Once the peametes have been aged upon, &eries of NCP packes are sent to corigure the
nework layer. Typically, thePC wants to run a TGYIP protocol stack,so it need anIP addess
There ae not enoughP addesses to go aound,so namally eachinternet povider gets a block
of them and then dynamicallgsgns one to each ndy attachedPC for the duation d its login
sesdon. If a povider owns n IP addesss, it can have up to n machmdogged in
simultaneouly, but its total cistome base may be many tingethat. TheNCP for IP assgnsthe
IP addess At this point, thePC is now aninternet hat and carsend andeceivelP packes, just
as hardwired hosts can. When thesar is finished,NCP teas down the newvork laye connection
andfrees up the IP addess Then L@ shuts down the data link layeconnection Finally, the

compute tells the modem to hang up the phoredeaing the phyical laye connection.

The PPPframeformat was chaosen to cleely resemble theHDLC frameformat, since thee was
no reason to reinvent thewheel. The majodifference bateenPPPandHDLC is that PPPis
chaacte oriented rathe than bit siented. In paticular, PPP uses byte stuffing on dialup
modem ling, so all frames are an integal numbe of bytes. It is not pesdble to send aframe
corsisting of 30.25 byts, as it is with HDLC. Not only canPPPframes be sent ove dialup
telephone ling, but they can ab besent ove SONET o true bitorientedHDLC lines (e.g.,for

routa-routa connectios). ThePPPframeformat is shown in Fig.13.
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Bytes 1 1 1 Tor2 Variable 20r4 i
-
Address
1M1

Flag
01111110

Control
DOO000011

Flag

Frotocol Checksum 01111110

Payload
if

Fig.13.The PPPfull frameformat for unnumbered mode operation
All PPPframes beginwith the standad HDLC flag byte(01111110, which is byte stuffed f it
occus within the payloadield. Next comas the Addressfield, which is always set to the bingy
value 1111111 to indicate that altatiors are to accept th&rame.Using this value avails the
isaue d having to adgn data link adoesses.

The Addressfield is followed by the Combl field, the déault value é which is 0000001. This
value indicate an unnumbeed frame.In othe words, PPPdoes not povidereliable tarsmisson
using sequence numbe and acknwledgemerd as the déault. In nosy envionmens, such &
wirelessneworks, reliable tansmisgon using numbeed mode can besed. The exact detaibre
defined in RFC 1663, but in m@ctice it & rarely used. Since theAddress and Conol fields are
always corstant in the d&ault corfiguration, LCP provides the necesary mecharsm for the wo

paties to negotiate an option toguomit them altogethreandsave 2 byts pe frame.

Thefourth PPPfield is the Protocolfield. Its job is to tell what kind d packet § in the Payload
field. Cods are ddined for LCP, NCP, IP, IPX, AppleTalk, and otheprotocok. Protocok
starting with a O bit @e nework laye protocok such & IP, IPX, OSI CLNP, XNS. Those
starting with a 1 bit @e wsed to negotiate othgrotocok. These include LA and a diferentNCP
for each natork layer protocolsuppated. The diaultsize d the Protocolfield is 2 bytes, but it
can be negotiated dm to 1 byte sing LCP. The Payloadfield is variable length, up t@ome
negotiated maximunif the length$ not negotiatedsing LCP during line setup, a d&ult length
of 1500 byts is used. Padding mayollow the payloadfineed beAfter the Payloadfield come
the Checkumfield, which is narmally 2 bytes, but a 4byte checkum can be negotiated.

In summay, PPPis a multipotocol framing mechasm suitable for use ove modens, HDLC

bit-serial lines, SONET, and othephysical layes. It suppats error detection, option negotiation,
heade compesson, and, optionallyreliable tanrsmisson using anHDLC typeframeformat.
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UNIT -V

5.1Random Access:

5.1.1ALOHA:

In the 1976, Norman Abramson and hs colleagus at theUniversity of Hawaii devised a n&
and elegant method wmlve the channel allocatiorrgblem. Thei work has been extesed by
manyreseacheas since then(Abranmsm, 1985.

Although Abramson's work, called theALOHA system, sed goundbased radio broadcating,
the baic idea s applicable to angystem inwhich uncoedinated gers are competingor the use
of asingle shared channel. Thre ae two vasions of ALOHA: pure andslotted. They difer with
respect towhethe time is divided into dscreteslots into which all frames must fit. Pure ALOHA
does notrequre global timesynchronization;slotted ALOHA does.

Pure ALOH A:

The baic idea & anALOHA system i simple: let wsers trarsmit wheneve they have data to be
sent. Thee will be collisions, of couse, and the collidingrames will be damagedHoweve, due
to thefeedback mpety of broadcating, asende can alvays find out whethe its framewas
destroyed by Istening to the channel, tteameway othe users do. With a AN, thefeedbacks
immediate; with a satellite, thee is a delay & 270 nsec bdore the sende knows if the
tramsmisgon was successiul. If listening while trarsmitting is not pssble for some reason,
acknavledgemens are neededlf the frame was destroyed, thesende just waits a random
amount & time andsends it again. Thewaiting time mut be random o the sameframes will
collide ove and ove, in lockstep. Systens in which multiple sers share a common channel in a
way that can lead to cllitts are widely knavn a contentiorsystemns.

A sketch d frame geneation in anALOHA system i given inFig.1. We have made tHeames
all the same length becaa the thoughput & ALOHA systens is maximized by having a

uniform framesize rathe than by alleving vaiable lengthframes.

User

A [ ]

m oo @

Fig.1In pure ALOHA, framesare transmitted at completely arbitrary times.
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Wheneve two frames try to occupy the channel at tkeme time, thes will be a collsion and
both will be gabled. If the first bit of a nev frame oveaps with just the last bit of a frame
almast finished, bothframes will be totally destroyed and bottwill have to beretransmitted

later. The checkum cannot{andshould noj distinguish betveen a total Issand a neamiss

Let the "frame timé& denote the amountf cime needed tordamsmit the standad, fixed length
frame(i.e., theframe length divided by the hiatg. At this point we assume that the ifinite

population & users geneates new frame accading to aPoison dstribution with meanN

frames pa frame time.(The irfinite-population aumption s needed to esure thatN does no

deagease & users become blockedllf N > 1, the ser community § geneating frames at ahigher

rate than the channel can handle, andipeavey framewill suffer a collision. For reasonable
throughputwe would expect 0 €N < 1. In addition to the ne frames, thestations also geneate
retrarsmissons of frames that peviowsly suffered collisions. Let s further assume that the
probability d k transmisson attemps pe frame time, old and me combined, $ also Passon,

with meanG pe frame time. Cledy, G>N. At low load (i.e., N 0), there will be few collisions,

hencefew retrarsmisgons, so G N. At high load thee will be many collsions, so G > N. Undea

all loads, the thoughput, S, is just the dfered load, G, times the pobability, PO, o a
trarsmisgon succeeding—thats] S = GPO, where PO is the pobability that aframe doe not

suffer a collision.

A framewill not suffer a collision if no othe frames are sentwithin oneframe time o its start,

as shown inFig.2.

1 [
| m

'

' Collides with | Coliides with

' the start of 1 the end of

i the shaded ! " the shaded

i frame : frame

& 1+t o+ 21 I+ 3t Time -
|- Vulnerable |

Fig.2.Vulnerable period for the shaded frame
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Unde what conditios will the shadedframe arive undamaged? Let t be the timegured to
send aframe.If any othe user has geneated aframe beween time t0 and tO#tthe end bthat
framewill collide with the beginning bthe shaded oneln fact, theshadedframés fate was
alreadysealed even Here thefirst bit was sent, butsince in pue ALOHA a station dos not
listen to the channel bare tramsmitting, it has no way d knowing that anotheframe was
already undavay. Similarly, any othe framestarted betveen t0O+t and tO+2will bump into the
end d theshadedrame.

The pobability that kframes are ganerated duing a givenframe time $ given by thePoison
distribution:

Equation

f'v.i p )

Prik] = =

so the pobability d zero frames is just e-G. In an inteval two frame time long, the mean
numbe of frames geneated s 2G. The pobability d no othe traffic being initiated drng the
entire vulneable peiod is thus given byP0 = e-2G. Using S = GPO, we get

% M
S =Ge U

Therelation betveen the tiered raffic and the troughput § shown in Fig. 4-3. The maximum
throughput occts at G = 0.5,with S = 1/2e,which is about 0.184In othe words, the bat we
can hopdor is a channel utilizationfol8 pe cent. Ths result is not vey encouaging, butwith
evayone tarsmitting atwill, we coul hardly have expected a 100rpeentsuccessrate.

Slotted ALOH A:

In 1972, Rbets published a methodor doubling the capacityfaan ALOHA system (Robet,
1972. His proposal was to divide time into dicrete intevals, each inteval caresponding to one
frame. Ths appoach requres the sers to agee onsdot boundaies. One way to achieve
synchronizationwould be to have ongpecialstation emit a pip at thgtart of each inteval, like a
clock.

In Robets' method,which ha come to be knan & sotted ALOHA, in contast to Abramson's
pure ALOHA, a computeis not pemitted tosendwheneve a cariageretun is typed.Instead, it

isrequred towait for the beginning bthe nexislot. Thus, the continuos pure ALOHA isturned
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into a dscrete oneSince the vulneble peiod is now halved, the pbability d no othe traffic
during thesameslot as ou test frame & e-G which lead to

\Equation
§$=Ge™"

As you canseefrom Fig.3, slotted ALOHA peals at G = 1, with a throughput & S=1/e @ about
0.368, wice that & pure ALOHA. If the system & opeating atG = 1, the pobability d an
emptyslot is 0.368. The b& we can hopdor using slotted ALOHA is 37 pecent d the slots
empty, 37 peentsuccesses, and 26 pecent collsions. Operating at highevalues of G reduce
the numbeof empties but inaeases the numbeof collisions exponentially.

To see hav this rapid gowth o collisions with G comes about, codder the tamsmisson of a
test frame. The wbability that itwill avoid a collsion is e-G, the pobability that all the othe
users are silent in thatslot. The pobability d a collision is then just 1 — eG. The pobability d a

trarsmisgon requring exactly k attemis, (i.e., k — 1 collsions followed by onesuccess)is

Slotted ALOHA: S = Ge™©

© o © o
2 8 8 &

I |
0 05 1.0 1.5 2.0 3.0

G (attempts per packet time)

S (Ihroughput per lrame time)

Fig.3 Throughput versusoffered traffic for ALOH A systems.
Py = e O(l =g G-
The expected numbef trarsmissons, E, pe cariageretun typed & then
E=YkP, = YTke O(1 —eC)~! = ¢F
k=1 k=1

As aresult of the exponential dependenceEb uponG, small inaeases in the channel load can

drastically reduce i$ peformance.
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5.1.2CSMA

Carrier Sense Multiple AccessProtocols:

With dlotted ALOHA the beat channel utilization that can be achievedlie. Ths is hadly
surprising, since with stations tramsmitting at will, without paying attention tevhat the othe
statiors are doing, thee ae bound to be many cdiions. In local aea netvorks, howveva, it is
possble for statiors to detectwhat othe statiors are doing, and adapt theibehaviou
accadingly. These newvorks can achieve a much bettetilization than 1/eln this sectionwe
will discuss some potocok for improving peformance.Protocok in which statiors listen for a
carier (i.e., a tarsmisson) and act acaalingly ae called ceier serse protocok. A numbe of
them have beenrpposed. Kleinrock and Tobag(1975 have analsed seveal such potocok in
detail. Belav we will mentionseveaal varsions of the carier sense rotocok.

1.1-persistent CSMA:

The first carier serse protocol thatwe will study hee is called 1-persistent CSMA (Carier
Serse Multiple Access) When astation ha data tosend, itfirst listers to the channel teee
anyone de is trarsmitting at that momentlf the channels buwsy, the station waits until it
becomsidle. When thestation detect an idle channel, irarsmits aframe.If a collision occus,
the station waits a random amount fotime andstarts all ove again. The mtocol s called 1
pesistent becase thestation ramsmits with a pobability d 1 when itfinds the channel idle.
The popagation delay lsaan impatant dfect on the pgormance 6 the potocol. Thee is a
small chance that pii after a station begirs sending, anothestation will becomeready tosend
andsense the channellf thefirst statioris signal ha not yetreached theecond one, the latte
will serse an idle channel andgill also beginsending,resulting in a collsion. The longe the
propagation delay, the m®impatant ths effect becomg and theworse the pegormance 6 the
protocol. Even fi the popagation delaysi zeo, thee will still be collisons. If two stations
becomeready in the middle foa thrd stations transmisgon, bothwill wait politely until the
trarsmisgon end and then botlwill begin transmitting exactlysimultaneouly, resulting in a
collision. If theywere notso impatient, thee would befewer collisions. Evenso, this protocol s
far better than pue ALOHA becage bothstatiors have the decency to dg from intefering
with the thrd stationis frame. Intuitively, this appoachwill lead to a highe paformance than
pure ALOHA. Exactly thesame hold for slotted ALOHA.
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2. Non-persistent CSMA:

A second caier sense protocol s nonpersistent CSMA. In this protocol, a corcious attempt $
made to be s greedy than in therpvious one. Béore sending, astation serses the channellf
no one ede is sending, thestation begils doing so itself. Howeva, if the channels already in
use, thestation dos not continuallyserse it for the pupose o seizing it immediately upon
detecting the endfdhe pevious trarsmisgon. Instead, itwaits arandom padod dof time and then
repeas the algoithm. Corsequently, ths algaithm lead to bette channel utilization but longe
delays than Ipesistent CSMA.

3. P-persistent CSMA:

The last protocol s p-persistent CSMA. It applies to slotted channel and works as follows.
When astation become ready tosend, it serses the channellf it is idle, it tramsmits with a
probability p. With a pobability g = 1- p, it dders until the nextslot. If thatslot is also idle, It
eithea tramsmits or defers again,with probabilities p and q. T8 processis repeated until eithre
the frame ha been tamsmitted a anothe station ha begun tarsmitting. In the latte case, the
unluckystation acs as if there had been a caddlon (i.e., it waits arandom time andtarts agair).
If the station initially serses the channel kay, it waits until the nextdot and applis the above
algaithm. Figure 4 shows the computed tloughput vesus offered taffic for all three potocok,
as well as for pure and slotted ALOHA.

0.01-persistent CSMA

Nonpersistent CSMA

0.1-persistent CSMA

0.5-persistent
o CSMA

Slotted
ALOHA

1-pearsistent
=~ CSMA

| l .
0 1 2 3 4 5 6 7 8 9
G (attempts per packel time)

Fig.4 Comparison of the channel utilization versusload for various random access

protocols
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5.1.3CSMA with Collision Detedion:

Persistent and nonpesistent CSMA protocok are clealy an impovement ove ALOHA becase
they ersure that nostation begis to tramsmit when it serses the channel lsy. Anothe
improvement $ for statiors to abat ther trarsmissons as soon & they detect a colion. In
othe words, if two statiors serse the channel to be idle and begiansmitting smultaneouly,
they will both detect the colion almat immediately. Rathethan finish tramsmitting ther
frames, which ae irretrievably gabled anyvay, theyshould aluptly stop transmitting as scon &
the collsion is detectedQuickly terminating damagettames saves time and bandidth.

This protocol, knavn as CSMA/CD (CSMA with Collision Detectior) is widely used on LANs
in the MAC sublaye. In paticular, it is the bais of the popula Ethenet LAN, so it is worth
devotingsome time to looking at it in detail. SMA/CD, as well as many othe LAN protocok,
uses the caceptual model oFig.5. At the point meked t0, astation ha finished tarsmitting its
frame. Any othe station having aframe tosend may nw attempt to doso. If two or more
stations decide totarsmit simultaneougly, there will be a collsion. Collisions can be detected by
looking at the pwer or pulse width of the receivedsignal and compéng it to the tansmitted

signal.

Contention
b siots

| AN
Trame (1[0 Crmm [ 00 Crom ] [[Crome ]

LY
v 4

Transmission Contention Idle
period period period

Time —=

Fig.5. CSMA/CD can bein one of three states: contention, transmisson, or idle
After a station deted a collision, it abats its trarsmisson, waits arandom peod of time, and
then ties again, auming that no othestation ha started tamsmitting in the meatime.
Therefore, ou model for CSMA/CD will consist of altenating contention andransmisgon
periods, with idle peiods occuring when allstations are quiet(e.g.,for lack d work).
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Now let us look closely at the detadl of the contention algahm. Suppase that wo statiors both
begin tarsmitting at exactly time tOHow long will it take them torealize that thee ha been a
collision? The aswer to this question is vital to detemining the length bthe contentiorperiod
and hencevhat the delay and tbughputwill be. The minimum time to detect the celdin is
then just the time it take thesignal to popagatdrom onestation to the othe

Based on ths reasoning, you might think that station not heang a collsion for a time equal to
the full cable popagation time faer starting its tramsmisson could besure it hadseized the
cable. By"sized, we mean that all othmestatiors knew it was tramrsmitting and would not
interfere. This conclsion iswrong. @nsider thefollowing worst-case scenaio. Let the timefor
asignal to popagate be&teen thewo farthest statiors be .At tO, onestation begiis trarsmitting.
At , an irstant bdore thesignal arives at the met distant station, thatstation ako begirs
trarsmitting. Of couse, it detedt the collsion almat instantly andstops, but the little nae
burst cawsed by the collion does not get back to theriginal station until time .In othe words,
in theworst case astation cannot beure that it ha seized the channel until it &ransmitted for
without heaing a collsion. For this reason we will model the contention intgal as a slotted
ALOHA systemwith slot width . On a Xkm long coaxial cable,For simplicity we will assume
that eactslot contairs just 1 bit. Once the channel bdeenseized, astation cantansmit at any

rate itwans to, o couse, not just at 1 bit pe sec.
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UNIT-6

6.11EEE STANDARDS

In 1985, the ComputeSociety d the IEEE started a poject, calledProject 802, toset
standads to enable inteommunication among equipmefrom a vaiety of mandactuers.
Project 802 dognotseek toreplace any paof the OSl or thelnternet modelinstead, it s away
of specfying functiors of the phgical laye and the data link layef maja LAN protocok.

Thestandad was adopted by thé& merican NationalStandads Institute (ANSI). In 1987,
the International Organizationfor Standadization (ISO) also appoved it & an intenational
standad unde the daignationlSO 8802. Therelatiorship of the 802Standad to the taditional
OSImodel s shown in Figure 1.
ThelEEE ha& subdivided the data linlaye into two sublayes:

logical link contol (LLC) and media acescontol (MAC).

IEEE ha also aeatedseveaal physical laye standads for different LAN protocok.

LLC: Logical link control
MAC: Media access control

Upper layers Upper layers
"-";-'%f T g_?, T T T o ey
Data link layer ]
Ethernet Token Ring Token Bus  es
MAC MAC MAC
Ethernet Tok . Token B
Physical layer physical layers cl'q.exn BE oX s
/ ’ o physical layer physical layer
(several) J J
|
OSI or Internet model IEEE Standard

Figure 1IEEE standadfor LANs
6.1.1Data Link Laye
As we mentioned Here, the data link layein thelEEE standad is divided into wo sublayes:
LLC andMAC.
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Logical Link Contol (LLC)

We said that data link condl handle framing, flow contol, and eror contol. In IEEE Project
802, flow conrol, eror contol,and part of the framing dutis are collected into onsublaye
called the logical link contl. Framing s handled in both the LLGublaye and theMAC
sublaye.

The LLC povides onesingle data link conbl protocolfor all IEEE LANSs. In this way, the LLC
is different from the media acss contol sublaye, which povides different potocok for
different LANs. A single LLC protocol can povide integconnectivity bewveen diferent LANsS
becage it maka the MA C sublaye transparent. Figure 1shows onesingle LLC protocol serving
sevaal MAC protocok. Framing LLC déines a potocol data unit(PDU) that s somewhat
smilar to that d HDLC. The headecontairs a contol field like the one irHDLC; this field is
usedfor flow and eror contol. The tvo othe headefields ddine the uppelayer protocol at the
source anddestination that ges LLC. These fields are called the dgination service accsspoint
(DSAP) and thesource service accss point (SSAP) The othe fields defined in a typical data
link control protocol such & HDLC are moved to theMAC sublaye. In othe words, a frame
defined inHDLC is divided into aPDU at the LLCsublaye and aframe at theVIAC sublayer,
as shown in Figure 2.

Needfor LLC The pupose d the LLC s to provide flow and eror contol for the uppelayer
protocok that actually demand teeservices. For example, fi a LAN or sevaal LANs are used
in an solatedsystem, LLC may be needed toqvide flow and eror contol for the application

layer protocok. Howeve, most uppe-layer protocok such a IP, do not ge theservices of LLC.

DSAP' Destination service access point LLC PDD

SSAP: Source service access point g g . Upper-layer
P Control -
,;; ]‘;\ data
. Upper-layer ! | !
Address | Control - FCS |- | !
data | '
| 1
HDLC frame

i
[

mm—
MAC frame

Figure 13.2HDLCframe comparedwith LLC and MAC frames
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MediaAccessContol (MAC)

IEEE Project 802 ha created asublaye called media aces contol that déines the speciic
accessmethodfor each IAN. For example, it dénes CSMA/CD as the media aces methodfor
Ethenet LANs and the tokengang methodfor Token Ring and Token BuLANs. As we
discussed in the pevious section, pat of theframingfunction s also handled by th&AC laye.
In contast to the LLCsublaye, the MAC sublaye contairs a numbe of distinct modules; each
defines the accesmethod and thsamingformatspecfic to the coresponding LAN protocol.
6.1.2Physical Layer

The phyical laye is dependent on the implementation and typ@losical media ged. IEEE
defines detailed specfications for each IAN implementation.For example, although tihe is
only oneMAC sublaye for Standad Ethenet, thee is a diferent phyical laye specficatiors

for each Ethmet implementatios

6.2 Standard Ethernet

Ethernet
evoluhon

Standard Fast Gigabit Ten-Gigabit
Ethernet Ethernet Ethernet Ethernet
HI 1\Ibps 100 Mbps 1 Ghps 10 Gbps

Figure 3Etheanetevolutionthroughfour geneations
6.2.1MAC Sublayer
In Standad Ethenet, theMAC sublaye govens the opeation d the acces method.It also
frames datareceivedirom the uppelaye and pasesthem to the phgical laye.
Frame Format
The Ethenet frame contais sevenfields:. preamble,SFD, DA, SA, length @ type d protocol
data unit(PDU), uppe-laye data, ad the CRe. Etheet dos not povide any mechaan for

acknavledging received frames, making it what s known a an umeliable medium.
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Acknowledgmens must be implemented at the highkye's. The format dthe MAC frame &

shown in Figure 4.

Preamble; 56 bits of alternating 1s and as.
SFD: Start frame delimiter, flag (10101011)

5.1 Destination | Source | Length
address address | ortype

Data and padding| CRC

l. 7 bytes byte.] ©bytes 6 bytes 2 bytes 4 bytes

Physical layer
header

Figure 4802.3MACframe

D Preamble. Theirst field of the 802.3rame contaia 7 bytes (56 bits) of alternating Os
andls that alets thereceivingsystem to the comingrame and enabdat to synctronize
its input timing. The patt@ provides only an alet and a timing pue. The 56bit patten
allows the statiors to miss some bis at the beginning fothe frame. The peamble $
actually added at the psigal laye and s not(formally) pat of theframe.

D Start frame delimite (SFD). Thesecondfield (I byte: 1010101} signals the beginning
of the frame. TheSFD warns the station a statiors that ths is the lat chancefor
synchronization. The g 2 bits is 11 and aldgs the receive that the nexffield is the
destination addess

Destination addess (DA). The DA field is 6 bytes and contais the phwical addess of
thedestinationstation a statiors to receive the packet.

Source addess(SA). TheSA field is also 6 bytes and contaiathe phyical addessof the
sende of the packet. Wevill discussaddessng shortly.

Length a type. Ths field is defined & a typefield o lengthfield. The eiginal Ethenet
used this field as the typefield to ddine the uppelayer protocol wsing the MAC frame.
The IEEE standad used it & the lengthfield to ddine the numbeof bytes in the data
field. Both wses are commondaday.

Data. Thsfield caries data encagulatedfrom the uppelayer protocok. It isa minimum
of 46 and a maximumfd 500 byts.

CRC. The l&t field contairs error detection iflormation, in thé case a CRG32
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Frame Lerngth
Ethenet ha imposedrestrictions on both the minimum and maximum length aframe,
as shown in Figure 5.

Minimum payload length: 46 bytes

| Maximum payload length: 1500 bytes _|

Destination Source Length . D
ddress address PDU Data and padding CRC
6 bytes 6 bytes 2 bytes 4 bytes

Minimum frame length: 512 bits or 64 bytes

MaXImum frame length. 12,144 blts or 1518 bytes

Figure 5Minimum and maximum lengtts

The minimum lengthrestriction is requred for the carect opeation d CSVAICD. An Ethernet
frame neeslto have a minimum lengthf 12 bis or 64 bytes. Part of this length & the heade
and the railer. If we count 18 byteof heade and tailer (6 bytes of source addess 6 bytes of
destination addess 2 bytes of length @ type, and 4 bytwof CRCO), then the minimum lagth of
datafrom the uppelaye is 64 - 18 = 46 byte. If the uppelaye packet $ lessthan 46 byts,
padding $ added to make up thefidirence.

The standad ddines the maximum lengthfoa frame(without preamble and&FD field) as 1518
bytes. If we subtract the 18 byteof heade and tailer, the maximum lengthfathe payloads
1500 byts. The maximum lengthestriction has two historical reasons. First, memay was very
expersive when Ethenetwas designed: a maximum lengthestriction helped taeduce thesize
of the bufer. Second, the maximum lengtiestriction prevens one station from monopolizing
theshared medium, blocking othetatiors that have data teend.

Frame length:

Minimum: 64 byts (512 bis) Maximum: 1518 byte(12,144 bis)

Addressng
Eachstation on an Ethmet netvork (such & a PC, workstation, a printer) has its own netvork
interface cad (NIC). The NIC fits inside thestation and povides the station with a 6-byte
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physical addess As shown in Figure 6, the Ethmet addess is 6 bytes (48 bits), nonnally
written in hexadecimal notatiowjth a colon beween the byte

06:01 :02:01:2C:4B

6 bytes =12 hex digis =48 bis

Figure 6 Example ofan Etheanetaddressin hexadeanal notation

Unicast, Multicast, and Boadcat Addresses A source addessis always a unicat addessthe
frame comefrom only onestation. The destination addess hoveve, can be unicst, multicest,
or broadcat. Figure 7shows how to distinguish a unicat addessfrom a multicat addess If the
least significant bit d thefirst byte in a detination addessis O, the addessis unicast; othewise,
it is multicast.

Unicast: (} multicast: 1

Byte 6

Figure 7Unicast andmulticast addresses

A unicast destination addessdefines only onerecipient; therelatiorship betveen thesende and
the receive is oneto-one. A multicast destination addess ddines a goup d addesses; the
relatiorship betveen thesende and thereceives is oneto-many. The bpadcat addessis a
special cae d the multicat addess therecipiens are all thestations on the IAN. A broadcat
destination addessis forty-eight.

6.2.2Physical Laye

The Standad Ethenet ddines sevaal physical laye implementatios, four of the mast common,
are shown in Figure 8.

Encodingand Decoding

All standad implementatios use digitalsignaling (baseband at 10Mbps. At thesende, data ae
conveted to a digitasignal ulsing theMancheter scheme; at theeceive, thereceivedsignal is
interpreted @ Mancheter and decoded into datdancheter encoding $ self-synchronots,
providing a tarsition at each bit inteval. Figure 9 shows the encodingschemefor Standad
Etheanet.
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common
implementations

Standard Ethernet I

1O0BasesS I 10Base2 I 10Base-T I 10Base-TF I
Rus. Bus, Star, Star,
thick coaxial thin coaxial uUTP fiber

Figure 8 CategorieofStandarcEthernet

6.3 Fast Ethernet
Fast Ethenetwas designed to competwith LAN protocok such & FDDI or Fiber Channelor
Fibre Channel, st is sometimes spelled. IEEE geatedFast Ethenet unde the name 802.3u.
Fast Ethenet is backvard-compatiblewith Standad Ethenet, but it canrarsmit data 10 time
faster at arate d 100Mbps.
The goas of Fast Ethanet can beummaized & follows:
1. Upgrade the dateate to 10Mbyps.
2. Make it compatiblevith Standad Ethenet.
3. Keep thesame 48bit addess
4. Keep thesameframeformat.
5. Keep thesame minimum and maximufmame length

MAC Sublayer

Physical Layer

6.4IEEE 802.11

6.4.1Architectue

The standad ddines two kinds of services: the baic service set (BSS)and the extendeskrvice
set (ESS)

Basic Sevice Set

IEEE 802.11 dines the baic service set (BSS)as the building block bawirelessLAN. A basic
service set is made 6 stationay or mobile wirelessstatiors and an optional ceratl base station,
known as the accsspoint (AP). Figure 9shows two sets in this standad.

The BSSwithout arAP is astandalone nawork and cannosend data to otheBSSs It is called
anad hoc architectue. In this architectue, stations canform a netvork without the need foan
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AP; they can locate one anothend agee to be pd of a BSS A BSSwith anAP is sometimes

referred to & aninfrastructure netvork.

Station é :
|
i |

BSS: Basic service set
AP: Access point

f
|
|
|
!
[

:
Station _Il -SEH_]OE ______________ _Il
Ad hoc network (5SS without an AP) Infrastructure (BSS with an AP)

Figure. 9Basicservicesets(BSSs)
ExtendedSevice Set

An extendd service set (ESS)is made up btwo or mare BSSswith APs In this case, the B5Ss
are connected tiough adistribution system, which is usually awired LAN. The dstribution
system comect the APs in the BSSs IEEE 802.11 daenot restrict the dstribution system; it
can be anyEEE LAN such & an Ethenet. Note that the extendesrvice set uses two types of
stations: mobile and stationay. The mobilestations are namal stations inside a BSS The

stationay statiors are AP stations that ae pat of awired LAN. Figure 10shows an ESS

ESS: Extended service set .___' [E

.
BSS: Basic service set e “Distribution system  ~ pr—
AP: Access point

Server or
Gateway

e
-

b
b Y
3
%’
!
Fd
-

-

— — —— T e =

BSS BSS BSS
Figure 10Extendedservicesets(ESSs)
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UNIT-7

7.1Bluetooth:

Bluetooth & a wireless LAN technology dggned to connect deviseof different
functiors such & telephons, notelmoks, computes (desktop and laptop cameas, printers,
coffee makes, andso on.A Bluetooth AN is an ad hoc netork, which meas that the netork
is formed spontaneody; the devics, sometimes called gadget find each otheand make a
netvork called a piconetA Bluetooth LAN can even be connected to flmernet i oneof the
gadge$ has this capability. A Bluetooth IAN, by natwe, cannot be Ige. If thae ae many
gadges that ty to connect, the is cha.

Bluetooth technology lsasevaal applicatios. Peripheral device such & a wireless mowse o
keyboad can communicateith the computethrough ths technology.Monitoring device can
communicatewith sersor devices in a small health cee cente. Home secuity devices can se
this technobgy to connect dierentsersors to the mainsecuity controller. Corference attendese
cansynclhronize thei laptop computes at a cofierence.

Bluetoothwas originally started & a poject by the Ecson Companylt is namedfor Harald
Blaatand, the kingfoDenmak (940-981) who unitedDenmak andNorway. Blaatandtrandates
to Bluetoothin English.

Today, Bluetooth technology the implementationfoa potocol déined by thelEEE 802.15
standad. Thestandad ddines a wireless pasonalarea netvork (PAN) opeable in an gea the
Size d aroom o a hall.

7.1.1Architedure

Bluetooth dénes two types of neworks: piconet andcattenet.

Picones

A Bluetooh network is called a piconet,roa small net.A piconet can have up to eigétatiors,
one d which is called the pmary;t the rest are calledsecondaies. All the seconday stations
synchronize thei clocks and hoppingequencewith the pimary. Note that a piconet can have
only one pimary station. The communication lve¢en the pmary and theseconday can be

oneto-one @ oneto-many.Figure 1shows a piconet.
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Piconet

Secondary Secondary Secondary Secondary

Figure 1Piconet

Although a piconet can have a maximufsevensecondaies, an additional eighsecordaries

can be in thg@arked state. A seconday in a paked state s synchronizedwith the pimary, but

cannot take p&in communication until its movedfrom the p&ed state. Becase only eight

stations can be active in a piconet, activatingationfrom the peedstate measthat an active

station must go to the pekedstate.
Scat/enet

Piconet can be combined tmrm what s called ascattenet. A seconday station in one piconet

can be the pmary in anothe piconet. Ths station canreceive mesages from the pimary in the

first piconet(as a seconday) and, acting aa pimary, delive them tosecondaies in thesecond

piconet.A station can be a membef two picones.

Piconet

Secondary Secondary  Secondary

Primary/
Secondary

R - T T

Secondary

Figure 2 illustrates a scattenet.

Piconet
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BluetoothDevices

A Bluetooth device tsa builtin short-rangeradio rarsmitter. The curent datarate 5 1 Mbps
with a 2.4GHz bandavidth. This mears that thee is a pagbility of interference beween the
IEEE 802.1b wirelessLANs and Bluetooth ANSs.

7.1.2Bluetooth Laye's

Bluetooth ses seveaal layes that do not exactly match tb® o the Internet modelwe have

defined in ths book.Figure 3shows these layes.

Applications

| Profiles I

g

[m]
| L2CAPlayer |

Audieo

C=nitrol

Baseband layer

Radio layer

Figure 3Bluetoothlayers
Radio Layer
The radio laye is roughly equivalent to the phlgal laye of the Internet model. Bluetooth
devices are low-power and have aange ¢ 10 m.
Band
Bluetooth ses a 2.4GHz ISM band divided into 79 chanrsedf 1 MHz each.
FHSS
Bluetooth ses the frequencyhoppingspread spectum (FHSS) method in the plgcal layer to
avoid inteferencefrom othe devices or othe netvorks. Bluetooth hop 1600 time pe second,
which meas that each device chargiés modulationfrequency 1600 tinspe second A device
uses afrequencyfor only 625l11s (1/1600s) before it hogs to anothefrequency; thewell time is
625lls.
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Modulation

To transform bits to asignal, Bluetooth ses a sophisticated vesion of FSK, calledGFSK (FSK
with Gaussan banavidth filtering; a dscusson o this topic is beyond thescope & this booK).

GFSKhas a carier frequency. Bit 1srepresented by drequency deviation above theriger; bit

ais represented by afrequency deviation belo the carier. The frequencis, in megahdz, ae
defined acording to thefollowing formulafor each channel:

fc=2402+nn =0, 1,2,3, ..., 78

For example, thdirst channel ges carier frequency 240MHz (2.402 GHz), and thesecond
channel ges carier frequency 2408/1Hz (2.403GHz).

Baseband Laye

The baeband layeis roughly equivalent to th#1AC sublaye in LANs. The acces method $
TDMA (see Chaptel?). The pimary andseconday communicatewnith each otheusing time
dots. The length ba timesdlot is exactly thesame & the dvell time, 625IIs. This mears that
during the time that onfrequencys used, asende sends aframe to aseconday, or aseconday

sends a frame to the pmary. Note that the communicatios only betveen the pmary and a
seconday; secondaies cannot commnicate diectlywith one anothe

TDMA

Bluetooth ses a form of TDMA (see Chapte 12) that 5 called TDD-TDMA (timedivision

duplex TDMA). TDD-TDMA is a kind d haff-duplex communication invhich thesewmnday

and receive send andreceive data, but not at theame time (halfduple®y; howeve, the
communicationfor each diection wses different hog. This is similar to walkie-talkies using

different carier frequencie.

Single-Seconday Communicatiorif the piconet haonly oneseconday, the TDMA opeation s
very simple. The times divided intoslots of 6251ls. The pimary uses evennumbeed slots (0, 2,
4, ..); theseconday uses oddnumbeed dlots (1, 3, 5, .). TDD-TDMA allows the pimary and
theseconday to communicate in huplex mode.

In dlot O, the pimary sends, and theseconday receives; in slot 1, theseconday sends, and the
primary receives. The cycle s repeatedFigure 4shows the concept.
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Figure 4 Singleseconday commnunication
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UNIT = VI

8. Data Link Layer Switching
8.1Bridges:

Many aganizatios have multiple IANs andwish to connect them.ANs can be connected by
devices called bidges, which opeate in the data link layeBridges examine the data layénk
addesses to dorouting. Some commorsituatiors in which lkridges are wsed.

First, many univesity and coporate depeamens have thai own LANs, primarily to connect
ther own pesonal computes, workstatiors, and servers. Since the goa of the vaious
depatmens differ, different depagmens chose diferent LANs, without regad to what othe
depatmens are doing.Soone or later, thae is a needor interaction,so bridges are neededin
this example, multiple ANs came into exd@ence due to the autonomiytber owners.

Second, the manization may be gecaphically spread ove seveaal buildings sepaated by
corsiderable dstances. It may be cheapeo havesepaate LANs in each building and connect
themwith bridges and laer links than torun asingle cable ovethe entie site.

Third, it may be nes=ary to split what s logically a single LAN into sepaate LANS to
accommodate the loadAt many univesities, for example, thosands of workstatiors are
availablefor student andaculty computingFiles are namally kept onfile server maching and
are davnloaded to sers' machins uponrequest. The enomous scale d this system pecludes
putting all theworkstationrs on asingle LAN—the total bandidth needed d far too high.
Instead, multiple IANs connected byiidges are wsed, & shown in Fig.17.1. Each AN contairs

a clwster of workstations with its own file server so that mat traffic is restricted to asingle LAN

and dos not add load to the backbone.

/"‘H-I Backborne LAN ~, i
a [

Bridge
e e
2 L3 LB T
— — — ——
R =T -
L ) server ;
CH = I = —
L — L A
) L Cluster om o
| L™ L | " single LAN
l l_ - = =
I_._ Work- L - e
A station — el
LAM

Fig.1 Multiple LANs conneded by a backbone to handle a total load higher than the
capacity of asingle LAN.
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It is worth noting that althoughve wually draw LANs as multi drop cabls as in Fig.1(the
clasgc look), they ae mae dten implementedvith huls or especially switches novaday.
Howeve, a long multi dop cablewith multiple machine plugged into it and a hutvith the
machins connected iside the hub g functionally identical.In both caes, all the maching
belong to thesame collsion domain, and allse the GMA/CD protocol tosendframes.

Fourth, in somesituatiors, asingle LAN would be adequate inrtes of the load, but the plsizal
distance beteen the mg distant machinsg is too geat(e.g., moe than 2.5 knfor Ethene).
Even f laying the cablesieay to do, the netork would notwork due to the exaavely long
roundtrip delay. The onlysolution is to patition the LAN and irstall bridges between the
segmens. Using bridges, the total phsical distance coveed can be ineased.

Fifth, thee is the matte of reliability. On asingle LAN, a déective node that kesputputting a
continuows stream @& garbage can ripple the LAN. Bridges can be iserted at citical places, like
fire dogs in a building, to pevent asingle node that leagone beserk from kringing dovn the
entire system. Unlike arepeate which just copies whateve it sees, a lyidge can be pgrammed
to execise some dscretion aboutvhat itforwards andwhat it does notforward.

Sixth, and lat, bridges can contibute to the cganizatiors secuity. Most LAN interfaces have a
promiscuows mode, inwhich all frames are given to the computenot just those addessed to it.
Spies andbusybodies love thi featue. By irserting bridges at vaious places and being ca&ful
not toforward sersitive traffic, asystem adminstratar can solate pats of the netvork so that is
traffic canrot escape andall into thewrong hand.

8.2 Operation of Two Port Bridge

Fig.2 illustrates the opeation d a simple two-port bridge. Host A on awireless (802.1) LAN
has a packet tesend to afixed hast, B, on an(802.3 Ethenet towhich thewireless LAN is
connected. The packetstend into the LLC sublaye and acques an LLC heade(shown in
black in thefigure). Then it pass into theMAC sublaye and an 802.11 headks prepended to
it (also a tailer, notshown in thefigure). This unit goes out ove the ar and & picked upby the
base station,which sees that it needto go to thdixed Ethenet.

When it his the bridge connecting the 802.11 netrk to the 802.3 netork, it starts in the
physical laye andworks its way upvard. In the MAC sublaye in the biidge, the 802.1heade
is strippedoff. The bae packefwith LLC heade) is then handedfb to the LLCsublaye in the
bridge. In this example, the packes destined for an 802.3 AN, so it works its way dowvn the
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802.3side d the bridge and & it goes on the Ethmet. Note that a hdge connecting k ffierent
LANs will have k diferent MAC sublayes and k diferent phyical layeas, onefor each type.

Host A Host B

|
che

{—

Metwork Pki

i, A =
LLE Pid
) r
— ' [ -
MAC (80211 fﬂj fauz.nl Pt |uu23l Pit
| | L]
A 73 I i
soz.11] P so2.11]] Put || [s02a ]| Pat | _ |
. - } E . Ly
s N T T T Vi o i X FE T T ;]
777 /Umﬁ Pt L ; i L—-- g02.3 | Pt | WJ
Wireless LAN Ethemel :

Fig.2 Operation of a LAN bri dgefrom 802.11to 802.3Spanning Tree Bri dges:
To inaease reliability, somesites use wo or more kridges in paallel betveen pais of LANS, is
shown in Fig.3. This arangement, hoeve, also introduces some additional pblens becase it
creates loops in the topologyA simple example bthese poblens can beseen by oberving hov
aframe,F, with unknovn destination s handled inFig.17.3. Each tidge, following the nemal
rules for handling unknan destinatiors, uses flooding, which in ths example jst mears
copying it to LAN 2. Shortly theredter, bridge 1sees F2, aframewith an unknevn destination,
which it cqoies to LAN 1, geneating F3 (not shown). Similarly, bridge 2 copis F1 to LAN 1
geneating F4 (also not shown). Bridge 1 nav forwards F4 and bidge 2 copis F3. This cycle

goes onforeve.
Frame copied Frame copied
by B1% / by B2
LAN 2 L] E
Il . . Bridge .
\ "
| B Y 2 xa?>
LAN 1 TI "
1 |

™~ Initial frame

Fig.3. Two parallel transparent bri dges.
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The solution to thg difficulty is for the yidges to communicatavith each otheand ovéay the
actual topologywith a spanning tee thatreache evay LAN. In dfect, some potential
connectios betveen LANs are ignaed in the intesst of corstructing afictitious loop-free
topology. For example, inFig.4 (a) we see nine IANs interconnected by tenrlages. This
corfiguration can be aracted into a @phwith the LANs as the nods. An ac connect any
two LANs that ae connected by aridge. The gaph can beeduced to aspanning tee by
dropping the ecs shown as dotted lins in Fig.4 (b). Using this spanning tee, thee is exactly one
pathfrom evey LAN to evey othe LAN. Once the bdges have ageed on thepanning tee, all

forwarding betveen LANs follows the spanning tee. Since thee is a unique patlirom each

source to each aiination, loos are impcsgble.
o . A - R -
i St = [5
OO, N [ —{a—{s4]
1 -2| | 3 4 1
t | _ LAN D E F
w & ©® @
T - o ey )
” cump [81—{8]-{7]
A G N is part of the
1 ] . L | 7 spanning tree o H Jd .
~ Bridge that is
| -~ Bridge |_é_ _______9_" not part of the
H /{:!—;:\_ Ad) el spanning ree
8 9
(a) (o)

Fig.4 (a) Interconneded L ANSs. (b) A spanning tree covering the LANs. Thedotted linesare
not part of the spanning tree.

To build thespanning tee,first the bridges have to choge one bidge to be theoot d the tee.
They make tts choice by having each oneobdcat its serial numbe, installed by the
manudactuer and gueanteed to be uniqusorldwide. The bidge with the lavest serial numbe
becoms the root. Next, a tee d shortest patts from theroot to evey bridge and IAN is
corstructed. Ths tree s thespanning tee.If a lridge a LAN fails, a nev one s computed.
Theresult of this algaithm is that aunique path s establishedfrom evey LAN to theroot and
thus to evey otha LAN. Although the ftee spars all the LANs, not all the bdges are
necssrily present in the tee (to prevent loog). Even &ter the spanning tee ha been
established the algeoithm continus to run duing namal opeation in agder to automatically

detect topology changand update thede.
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8.3Remote Bridges:

A common ge d bridges is to connectwo (or more) distant LANs. For example, a company
might have plargtin sevaal cities, eachwith its own LAN. Ideally, all the IANs should be
interconnectedso the completesystem acs like one lage LAN. This goal can be achieved by
putting a loidge on each AN and connecting theridges parwise with pointto-point lines (e.g.,
lines lessed from a telephone companyA simple system, with three LANSs, is illustrated in
Fig.5. The wual routing algeithms apply hee. Thesimplest way tosee ths is to regad the thee
pointto-point lines as hostless LANs. Then we have a nonal system d six LANS

interconnected byour bridges.
Bridge

e
000 G— GOgon
T | N s Point-lo-point lng 4 T [
- \’__ ", - -

LAM 1 A LAN 2

'Lma'
Fig.5. Remote bri dges can be used to interconned distant L ANSs.
Various protocok can be sed on the pointo-point lines. One p@gbility is to cho®e some
standad point-to-point data link potocol such & PPR putting completeMAC frames in the
payloadfield. This strategyworks best if all the LANs are identical, and the onlyrgblem &
gettingframes to the corect LAN. Anothe option b to strip off the MAC heade and tailer at
the source lridge and putvhat s left in the payloadield of the pointto-point protocol. A new
MAC heade and tailer can then be gersted at the dination byidge. A disadvantageof this
appoach s that the chedum that arives at the ddtination hat is not the one computday the

source hat, so erors cawsed by bad b# in a ridges memay may not be detected.

8.4Virtual LANs

A dstation & corsidered pat of a LAN if it physically belong to that LAN. The citerion of
membeship is geogaphic. What happerif we need a viual connection bateen wo statiors
belonging to wo different phygical LANS? We carroughly déine a vrtual local aea netvork
(VLAN) as a local aea netvork corfigured bysoftware, not by phsical wiring.
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Let us use an example to elakaie on this ddinition. Figure 6 shows a switched LAN in an

engineeing firm in which 10 statiors are gouped into thee LANs that ae connected by a

switch. Thefirst four enginees work togethe as thefirst group, the next tlee enginees work

togethe as the second goup, and the ki three enginees work togethe as the thrd goup. The

LAN is corfigured to allav this arrangement.

But whatwould happenfithe admirstratars needed to movevb enginees from thefirst group

to the thid group, tospeed up thenpject being done by the tdigroup?

The LAN corfiguration would need to be changed. Thewak technician mst rewire. The

problem s repeatedfi in anothe week, the wo enginees move back to theiprevious group. In

a switched LAN, changs in the work group mean plgcal change in the nework

corfiguration.

Switch

Group 1 Group 2

Figure 6 A switchconnectinghreeLANs

Group 3
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